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1 Optymalny kod bezprefiksowy

Definicja 1. Kod nad alfabetem {0, l}, w ktorym reprezentacja Zadnego znaku nie jest

prefiksem reprezentacji innego znaku, nazywamy binarnym kodem bezprefiksowym.

Za pomoca kodu bezprefiksowego mozna uzyska¢ maksymalny stopien kompresji osiagalny
za pomoca kodéw przypisanych znakom na stale.

Binarny kod bezprefiksowy mozna reprezentowaé jako drzewo binarne, gdzie liscie
odpowiadaja elementom s €S, a galgzie symbolom 0 i 1 (zaleznie od potomka, do ktérego
prowadza). Sciezka od korzenia do liscia reprezentuje stowo kodujace element znajdujacy sie
w tym lisciu.

Przypomnijmy z pierwszego wyktadu, iz optymalno$¢ kodu jest szacowana przez jego

dtugos¢
L(p)=2 r(s) (sl

seS

interesuje nas oczywiscie najkrotszy kod dla danych <S, p>

L, (S) = min {L((o) 1@ to k —arny bezprefiksowy kod na <S,p>}

Uwaga 1. Drzewo odpowiadajqce optymalnemu kodowi musi by¢ petne.
Takie drzewo ma doktadnie | S| liscii | S |—1 weztow wewngtrznych.

al |b| |c||ld|l |e||f al |b| |c||d

Rysunek 1: Struktura drzewa odzwierciedla migdzy innymi optymalnos¢ kodu.



Dowéd. Jesli w drzewie istnieje wezet o stopniu 1, to mozna zastapi¢ ten wezel jego
potomkiem i w ten sposob uzyskac kod mniejszej dtugosci.

2 Kody Huffmana

Algorytm Huffmana polega na przypisywaniu skonczonemu zbiorowi symboli kodéw o
zmiennej liczbie bitow. Idea jest taka, ze symbolom o wigkszym prawdopodobienstwie
wystepowania przypisujemy krotsze kody.

Algorytm Huffmana dla zbioru <S , p>
o Jesli|S|=1, S= {s} to @i (S) = ¢ (dopuszczamy, ze kod moze przyjaé ¢, ale tylko
gdy | S |=1 - zatozenie jedynie do dowodu optymalnosci)
e Jesli |S|=2,toniech g,,q, bedzie para o najmniejszej wartosci p(q0 ) +p (%) .
Nastgpnie taczymy ¢,,q, W jeden element i oznaczamy jako g, Vv g,
S':(S_{%a%})u{% V%} ,
ktorego prawdopodobienstwo wynosi

p(@%va)=pr(d)+r(a)

Wreszcie okreslamy kod
H

@ (S):(pg (S) dla s #q,,q,
o5 (g,)=05 (9,vq,)i dlai=0,1 (przedtuzenie kodu o bit i)

Przyklad 1.
S:{sl,sz,s3,s4,s5}, p(Sl)=O,3 p(s2)=0,2 p(s3)=(),2 p(s4):0,2 p(ss):O,l

S':{sl,s2,s3,s4vss}, p(sl):0,3 p(sz):0,2 p(s3)=(),2 p(s4vs5)=(),3
S"={sl,s2vs3,s4vs5}, p(sl):O,3 p(S2VS3)=O,4 p(s4vss):O,3
S"={s,vs, Vs,V |, p(svs,vs)=0,6 p(s,vs)=0,4

mo__ —
S"={s,vs,vs;vs,vssl, p(svs,vsvsvs)=1




Rysunek 2: Drzewo odpowiadajace kodowi z przyktadu 1. Kazdy we¢zet wewngtrzny jest
etykietowany suma prawdopodobienstw swoich synow.

H —
Pom (8, VS, VSV S, VSs) =€

e N

Pen (5, Vs, v )=0 P (5, v 5;) =1
5. (s,) =00 ol (S4VS5<01 P (5, v s3)=1
@ (5,)=00 @ (s5,)=010 @5 (s;)=011 P (5, v sy)=1

gz)f(sl):OO gof(s4)=010 (0;{(S5)=011 Q)f(szS{lO ¢)§{(s3):11

Teraz przedstawimy lemat, ktory postuzy do udowodnienia nastgpnego twierdzenia.

Lemat 1. Istnieje kod optymalny, w ktorym pewne dwa najdtuzsze stowa majq te samq
diugosé, rozniq sie tylko ostatnim bitem (sq bracmi) i odpowiadajq symbolom o najmniejszych
prawdopodobienstwach wystepowania (czyli dwom najmniejszym wartosciom ze zbioru p ).

Dowdd. Niech ¢ = ¢ (¢) bedzie najdtuzszym stowem dla g € S . Istnicje ¢'= g (¢') takie, ze
|c|=|c'|, w przeciwnym przypadku mogliby$Smy usuna¢ ostatni bit z ¢ i dosta¢ kod, ktory
jest nadal dekodowalny (nie psujemy warunku o bezprefiksowosci), ale przeczyloby to
zalozonej optymalnos$ci (nowy kod bylby krotszy).

Jesli ¢ nie mialtby brata to znéw mogliby$my usunac¢ jego ostatni bit, zatem ¢ i ¢' musza by¢
bra¢mi (r6znia si¢ tylko ostatnim bitem).

Ostatecznie ¢ 1 ¢' musza odpowiada¢ symbolom o najmniejszych prawdopodobienstwach
wystepowania, gdyz tylko wtedy otrzymamy kod o najkrotszej sredniej dtugosci.

Twierdzenie 1. Kod generowany przez algorytm Huffmana jest optymalnym bezprefiksowym
kodem binarnym.

Dowdd. Udowodnimy optymalnos$¢ poprzez indukcj¢ ze wzglgduna | S|.
Jesli [S|=1to L(gpy )=0.
Przypu$¢my, ze mamy S, S'=(S-{q,.9,})v{q, vq,} jak w konstrukcji

i pll optymalny. Popatrzmy na réznice w dtugosci tych kodow

L(gf )= L(o5) = o5 (a0)]- (o) +|0¥ ()] P (@) =05 (a0 v )| (P(96)+ () =

=1-p(g0)+1-p(a))~(1-1)-(p(a0)+ P(a)) = P(a0) + P(a)

Op v Oy Jak wida¢ dlugos¢ kodu w kolejnych krokach indukcyjnych rézni sig o
pewna okreslong wielko$¢ niezalezna od samego kodu.




Przyjmijmy, ze w to jaki§ optymalny kod bezprefiksowy dla S . Wybieramy dwa najdtuzsze
stowa w kodzie y . Bez utraty ogélnoci mozemy przyjac, ze to sa whasnie y(q,) i v (q,)
(g, 1 gq, dobieraliSmy ze wzgledu na prawdopodobienstwo, zatem im mniejsze
prawdopodobienstwo tym dluzszy kod).

Mogliby$my okresli¢ kod dla S', w taki sposob, ze y'(q, v ¢,)=v(g,){0,1 }_1 (skracamy

kod o jeden bit).
Wtedy, analogicznie do poprzednich obliczen, zachodzi

L(y)-L(v") =lw(q)| p(2)+w (@) p(a)-|v' (g v a)|-(P(4)+ p(0,)) = P(4) + P(a))

Przypus$émy teraz, ze ¢ jest kodem nie optymalnym, czyli zachodzi

L(y) < L((pf)
wtedy nowy kod dla S

L(w")=L(y)-A < L(g{)-A=L(e})
L(y') < L(gpﬁ)

co jest sprzeczne z zatozeniem o optymalnosci ¢ . Zatem ¢! musi by¢ optymalny dla S .

3 Entropia przestrzeni produktowe;j

Blokowe kodowanie symboli polega na przypisywaniu stow kodowych o réznej liczbie bitow
blokom o statej dtugosci n symboli. Taka metoda umozliwia zmniejszenie $redniej dlugosci
kodu przypadajacego na symbol.

Przedstawimy jak oblicza¢ entropi¢ przestrzeni produktowe;j <S ", p>
Ogolnie;j: <Zl,pl> <Zz,p2>
Okreslamy
(ZxZ,,p), p(2,2,)=r(z) p(2)
intuicyjnie (*)
H(Z,xZ,)=H(Z)+H(Z,)

wynika to z liniowosci warto$ci oczekiwanej zmiennej losowe;.
Ogolnie
E(aX +bY)=aEX +bEY

Przypu$¢émy, ze mamy zmienne losowe X na Z, 1Y na Z,.Na Z, x Z, okreSlamy
(aX +bY)(Z.2,) = aX (2,)+bY (Z,).

Rozwazmy
X‘(Zl,Zz):X(Zl) i Y‘(ZI,ZZ):Y(Zz)



wtedy
EX =EX'

EY=FEY'
zatem
E(aX'+bY') =aFEX +bEY
Zastosujemy to do naszego wzoru intuicyjnego (*)
H, (Zl sz) =E(ﬂu-z1 -z, —log, p(zl,zz))=
=E(/1-z1 -z, —log, p(z)-log, p(zz)) =
=E(/1-z1 —log, p(zl))+E(/1-z2 —logkp(zz)):
=H,(Z)+H,(Z,)

4 Kod Shannona-Fano

Przypusémy najpierw, ze p(s)#0, dla seS. Okre§lamy / (s):{logr (%ﬂ Wtedy
p(s

funkcja / spetnia nieréwnos¢ Krafta:

1
200!

seS r

—

Istotnie L o =p(s)

A(s) rl"g(pzs)J

W kodzie bezprefiksowym nie zakodujemy stéw o prawdopodobienstwie 0 (poniewaz nie
beda one uzywane).
A zatem istnieje kod ¢ o funkcji |¢)|=l , wtedy $rednia wartos¢ dhugosci takiego kodu

wynosi

H(S)<Lyg (¢)<Zp(s)-{logr($J+l]

seS

Hy (s}l
Przypadek gdy istnieja s, takie ze p(s)=0.

seS

Jesli Z ;)<1, to wtedy nie ma problemu — jest miejsce zeby zakodowaé pozostate
s
p(s)20

stowa (jest kod nie korzystajacy ze wszystkich lisci w drzewie).

Jesli

o) =1 i powiedzmy, ze p(S,)# 0. Okreslmy nowa funkcje:
seS ri\s
p(s)%0



I'(s,)=1(s,)+1
I'(s,)=1(s,) dla s#s,
Wtedy ,,robi si¢ miejsce”, przy czy nierdwnos¢ L ((p') <H, (S) +1 (gdzie ¢' kod o |(o'| =1")

pozostaje zachowana (bo

jest < p(s), sumujac

powigkszamy tylko jeden

1 1
() A(s)

obiekt).

Twierdzenie 1 (Pierwsze twierdzenie Shannona)

. — Hi (S),

dla n—>o, S"- przestrzenh produktowa n-tki obiektow z S (z sumarycznym

prawdopodobienstwem)

Dowod.

Mamy:

5 Entropia wzgledna

Mamy kostke o sze$ciu, ponumerowanych $cianach {l, 2,3,4,5, 6} , dla ktorej
prawdopodobienstwo wypadnigcia ktorejkolwiek z nich jest rowne p (i ) = é Przypusémy, ze

sciany kostki sa dodatkowo pokolorowane na trzy kolory, w taki sposéb, ze przeciwlegle
Sciany maja te same kolory. Tak wigc mamy zbidr koloréw {1,2,3} dla ktérego

prawdopodobienstwo wystapienia jednego z koloréw wynosi p ( j)= % .



Otrzymujac dwie funkcje nie mozemy ,tak po prostu” policzy¢ calkowitego
prawdopodobienstwa przez mnozenie p(i) z p( j) (poniewaz jak wiadomo niektore z

sytuacji nie beda mogly zaj$¢ — niektore z kolorow nigdy nie wystapia z konkretna liczba).
ytuacj gty 7aj gdy ystap

Mamy dwie zmienne losowe:

Sciany —>{l,2,3,4,5,6} oraz
Sciany —{1,2,3}

Skonczona przestrzen probablhstyczna Q p Z plo

weQ

Dla zc Q, p Zp

wez

Zmienna losowa X :Q — Zbior

z p (czasem bedziemy zapisywaé p(z) zamiast p(X =z) )

{uX

Wartos¢ oczekiwana E (X ) = z p(a)) X(w

weQ
Uwaga (odnosnie notacji) Dla funkcji X, zbiorem wartosci jest X . Jesli
A4:Q—{a,...,a,,} jest zmienna losowa, to

ip( .)(—logKp(A=ai))=E(/1a)eQ.—logKp(A=A(a))))

i=1

d

&

Entropia wzgledna ,,inaczej” to:
e drednia ilo$¢ pytan w grze przy optymalnej strategii
e minimalna $rednia dlugo$¢ kodu

6 Entropia warunkowa

Zatozmy, 7ze 4:QQ — {al,...,am} oraz B:Q — {bp---:bn} to zmienne losowe

N 1
H,(Ap,) = ( )1 adzie b, iest podpowicdzia.
K( ‘ J)def ZZP ‘ 08k p(al- bj) gdzie b, jest podpowiedzia.
Entopiq warunkowq bedzie H (A|B) = ip(bj )~H(A‘bj)
=



Mozemy takze utworzy¢ nowa zmienna AB: @ —> <A (w),B (a))> , gdzie @ pochodzi z

jednego rzutu. Wtedy

AB =iip(ai mbj)-logK (p(;}

=1 7=l a; ﬁbj)

Przypomnijmy, Ze A i B sq niezalezne jesli p(A:ai /\B:bj):p(A:al-)-p(B:bj), albo
w skrécie p(al- ﬁbj):p(al.).p(bj)

Jesli A 1 B saniezalezne, to

Hy (AB)= iip(ai)-p(bj)-{logK p(la') log,, p(;)]=HK(A)+HK(B)

W og6lnym przypadku (gdy 4 1 B moga by¢ zalezne), mamy ,,tylko”:

bj =1 dla ustalonego j

Hi(4)

= H(B|4)+H,(4)

Fakt. H,(AB)=H,(A)+H,(B|4)=H,(B)+H,(A4|B)
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Oczywiscie nalezy wytlumaczy¢ skad si¢ wzigly powyzsze przeksztalcenia — otoz
korzystaliSmy z:

1. p(ai)zip(aiﬁbj)
=
2. Zp(al-)-p(bj)zl
i.Jj
3. Jesli p(a;) p(b;)=0.t0 p(aimbj)zo

Z powyzszych wynika Fakt.
H,(A|B)<H,(A) i symetrycznic H,(B|4)<H,(B), przy czym réwno$¢ wystepuje
doktadnie wtedy, gdy 4 1B sa niezalezne.
Wyjasnienie faktu — wiemy wigcej: wiemy ze B 1 jakie$ A, wigc entropia jest mniejsza.
Uwaga.
H,(A)-H,(A|B)=H,(B)-H,(B|4), poniewaz
powyzsze sa rowne H, (A4)+H, (B)—H, (A4B)

Przedstawione powyzej roznice (H (A4)—H, (A4|B)=H, (B)—H, (B|4)) oznacza si¢

rowniez jako [/ (A, B ) lub 7 (B, A) 1 nazywa wzajemngq informacjq A o B (lub B o A)

7 Konkluzje dotyczace entropii wzglednej

H,(A)+H,(B)>H,(AB)=H,(A|B)+H,(B)=H,(B|4)+H, (A)
catkowita réwnos$¢ zachodzi jedynie wtedy, gdy A4 1B sa niezalezne.

HK(A)_HK(A‘B):HK (B)—Hy (B‘A):I(A’B),

gdzie / (A,B) to wzajemna informacja migdzy 4 iB.

Hy (4]B)= ;[z p(a|b).1og{mj} p(b)

Hy (A‘b) (przy kgnwencj 1, ze B=Db)




H,(A|B)<H, (A)

Entropia jest miara trudnos$ci (ztozonos$ci) obiektow

Przykiad.

Zatozmy, ze dwie osoby X 1 Y chca si¢ spotka¢. Mamy dwie zmienne losowe: A, ktora
opisuje potozenie Xa i B, ktora opisuje czas (w sensie godziny).

W $rednim przypadku Y ma wigksze szanse na spotkanie z X jesli zna czas (w ktérym moze

znalez¢ X w okreslonym miejscu):
H,(A|B)<H,(4)

Uwaga 1. Jednak istnieja pewne okreslone wartosci B =b (takie momenty czy tez przedziaty

czasu), w ktorych znalezienie Xa jest trudniejsze niz $rednio:
H, (4]p)> H, (4)

Uwaga 2. Nie nalezy myli¢ tego doswiadczenia z doswiadczeniem, w ktorych wystgpuja dwa

eksperymenty — jeden z dwoma wartosciami (kolory oraz liczby na kostce).
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