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Chapter 2
Simple equational specifications

A specification is an unambiguous description of a signatureΣ and a class ofΣ -
algebras. Because we model programs as algebras, a specification amounts to a
characterisation of a class of programs. Each of these programs is regarded as a
correct realisation of the specification.

Given a signatureΣ (which, if finite, may be presented by simply listing its sort
names and its operation names with their arities and result sorts), there are two
basic techniques that may be used for describing a class ofΣ -algebras. The first is
to simply give a list of all the algebras in the class. Unfortunately, we are almost
always interested ininfiniteclasses of algebras, where this technique is useless. The
second is to describe the functional behaviour of the algebras in the class by listing
the properties (axioms) they are to satisfy. This is the fundamental specification
technique used in work on algebraic specification and the one that will be studied in
this chapter. The simplest and most common case is the one in which properties are
expressed in the form of universally quantified equations; in most of this chapter,
we restrict attention to this case. Section 2.7 indicates other forms of axioms that
may be of use, along with some possible variations on the definitions of Chapter 1,
and further possibilities will be discussed in Chapter 4. Since most of the results in
this chapter are fairly standard and proofs are readily available in the literature, most
proofs are left as exercises for the reader.

Chapters 5 and 8 will cover additional techniques for describing classes of alge-
bras. All of these involve taking a class of algebras and performing a simple opera-
tion to obtain another class of algebras, often over a different signature. Using such
methods, complex specifications of classes of complex algebras may be built from
small and easily understood units.

2.1 Equations

Any given signature characterises the class of algebras over that signature. Although
this fixes the names of sorts and operations, it is an exceedingly limited form of de-
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42 2 Simple equational specifications

scription since each such class contains a wide diversity of different algebras. Any
two algebras taken from such a class may have carrier sets of different cardinalities
and containing different elements; even if both algebras happen to have “match-
ing” carrier sets, the results produced by applying operations may differ. For most
applications it is necessary to focus on a subclass of algebras, obtained by impos-
ing axiomswhich serve as constraints on the permitted behaviour of operations.
One particularly simple form of axioms are equations, which constrain behaviour
by asserting that the value of two given terms arethe same. Equations have limited
expressive power, but this disadvantage is to some extent balanced by the simplicity
and convenience of reasoning in equational logic (see Sections 2.4 and 2.6).

Variables in equations will be taken from a fixed but arbitrary infinite setX . We
requireX to be closed under finite disjoint union: if〈Xi〉i∈I is finite andXi ⊆X
for all i ∈ I , then

⊎
〈Xi〉i∈I ⊆X . We use variable names likex,y,z in examples, and

so we assume that these are all inX . Throughout this section, letΣ = 〈S,Ω〉 be a
signature.

Definition 2.1.1 (Equation).A Σ -equation∀X • t = t ′ consists of:

• a finiteS-sorted setX (of variables), such thatXs⊆X for all s∈ S; and
• two Σ -termst, t ′ ∈ |TΣ (X)|s for some sorts∈ S.

A Σ -equation∀∅• t = t ′ is called aground (Σ -)equation. ut

Notation. The explicit quantification overX in aΣ -equation∀X • t = t ′ is essential,
as will become clear in Section 2.4. In spite of this fact, it is common in practice to
leave quantification implicit, writingt = t ′ in place of∀FV(t)∪FV(t ′)• t = t ′, and
we will follow this convention in examples when no confusion is possible. ut

Definition 2.1.2 (Satisfaction).A Σ -algebraA satisfies(or, is a model of) a Σ -
equation∀X • t = t ′, writtenA |=Σ ∀X • t = t ′, if for every (S-sorted) functionv:X→
|A|, tA(v) = t ′A(v).

A satisfies (or, is a model of) a setΦ of Σ -equations, writtenA |=Σ Φ , if A |=Σ ϕ

for every equationϕ ∈Φ . A classA of Σ -algebras satisfies aΣ -equationϕ, written
A |=Σ ϕ, if A |=Σ ϕ for everyA∈ A . Finally, a classA of Σ -algebras satisfies a
setΦ of Σ -equations, writtenA |=Σ Φ , if A |=Σ Φ for everyA∈A (equivalently,
if A |=Σ ϕ for everyϕ ∈Φ , i.e.A |=Σ ϕ for everyA∈A andϕ ∈Φ). ut

The definition of satisfaction provides the syntax of equations with the obvious se-
mantics: an algebraA satisfies an equation∀X • t = t ′ if for any given assignment of
values in|A| to the variables inX, the termst andt ′ evaluate inA to the same value.

Notation. We sometimes write|= in place of|=Σ whenΣ is obvious. ut

Exercise 2.1.3.Recall Σ1 andA1 from Example 1.2.4. Give someΣ1-equations
(both ground and non-ground) that are satisfied byA1. Give someΣ1-equations
(both ground and non-ground) that arenot satisfied byA1. ut
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2.1 Equations 43

Exercise 2.1.4.If ∀X • t = t ′ is aΣ -equation andX ⊆ X′ (andX′s⊆X for all s∈ S),
it follows from Definition 2.1.1 that∀X′ • t = t ′ is also aΣ -equation. Show that
A |=Σ ∀X • t = t ′ implies thatA |=Σ ∀X′ • t = t ′. Give a counterexample showing that
the converse doesnot hold. (HINT : ConsiderXs = ∅ and|A|s = ∅ for somes∈ S.)
Show that itdoeshold if Σ has only one sort. ut

Exercise 2.1.5.Show that surjectiveΣ -homomorphisms preserve satisfaction ofΣ -
equations: ifh:A→B is a surjectiveΣ -homomorphism thenA |=Σ ϕ impliesB |=Σ ϕ

for anyΣ -equationϕ. Show that injectiveΣ -homomorphisms reflect satisfaction of
Σ -equations: ifh:A→ B is an injectiveΣ -homomorphism thenB |=Σ ϕ implies
A |=Σ ϕ for anyΣ -equationϕ. Conclude thatΣ -isomorphisms preserve and reflect
satisfaction ofΣ -equations. ut

Exercise 2.1.6.Give an alternative definition ofA |=Σ ∀X • t = t ′ via the satisfaction
of t = t ′ viewed as a ground equation over an enlarged signature. (HINT : Defi-
nition 2.1.2 involves quantification over valuationsv:X → |A|. Consider how this
might be replaced by quantification over algebras having a signature obtained from
Σ by adding a constant for each variable inX.) ut

It is worth noting in passing the use of the word “class” above to refer to an arbi-
trary collection ofΣ -algebras. We use this term since the collection ofΣ -algebras is
too “large” to form a set. Since the set/class distinction is peripheral to our concerns
here, we will not belabour it, except to mention that it would be possible to avoid the
issue entirely by restricting attention to algebras in which all carrier sets are subsets
of some large but fixed universal set of values.

A signature morphismσ :Σ → Σ ′ gives rise to a translation ofΣ -equations toΣ ′-
equations. This is essentially a simple matter of applying the translation on terms
induced byσ to both sides of the equation.

Definition 2.1.7 (Equation translation). Let ∀X • t = t ′ be aΣ -equation, and let
σ :Σ → Σ ′ be a signature morphism. Recall from Definition 1.5.10 that we then
haveσ(t),σ(t ′) ∈ |TΣ ′(X′)| where

X′s′ =
⊎

σ(s)=s′
Xs for eachs′ ∈ S′.

The translation of ∀X • t = t ′ by σ is then theΣ ′-equationσ(∀X • t = t ′) =
∀X′ • σ(t) = σ(t ′). (The fact thatX is closed under finite disjoint union guaran-
tees that this is indeed aΣ ′-equation.) ut

An important result which brings together some of the main definitions above is the
following:

Lemma 2.1.8 (Satisfaction Lemma [BG80]).If σ :Σ → Σ ′ is a signature mor-
phism,ϕ is a Σ -equation and A′ is a Σ ′-algebra, then A′ |=Σ ′ σ(ϕ) iff A′ σ |=Σ ϕ.

ut
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Whenϕ is a groundΣ -equation, it is easy to see that this follows directly from the
property established in Exercise 1.5.12. Whenσ is injective (on both sort and op-
eration names), it seems intuitively clear that the Satisfaction Lemma should hold,
since the domain of quantification of variables is unchanged, the only difference
betweenϕ andσ(ϕ) is the names used for sorts and operations, and the only differ-
ence betweenA′ andA′ σ (apart from sort/operation names) is thatA′ might provide
interpretations for sort and operation names which do not appear inσ(ϕ) and so
cannot affect its satisfaction. Whenσ is non-injective the Satisfaction Lemma still
holds, but this is less intuitively obvious (particularly whenσ is non-injective on
sort names).

Exercise 2.1.9.Take a signature morphismσ :Σ→ Σ ′ which is non-injective on sort
and operation names, aΣ -equation involving the sort and operation names for which
σ is not injective, and aΣ ′-algebra, and check that the Satisfaction Lemma holds in
this case. ut

Exercise 2.1.10.Prove the Satisfaction Lemma, using Exercise 1.5.12. ut

Exercise 2.1.11.Define the translation of aΣ -equation by a derived signature mor-
phismδ :Σ → Σ ′, and convince yourself that the Satisfaction Lemma also holds for
this case. ut

The Satisfaction Lemma says that the translations of syntax (terms, equations) and
semantics (algebras) induced by signature morphisms are coherent with the defini-
tion of satisfaction. Said another way, the manner in which satisfaction of equations
by algebras varies according to the signature at hand fits exactly with these transla-
tions. Further discussion of the property embodied in the Satisfaction Lemma may
be found in Section 4.1.

2.2 Flat specifications

A signature together with a set of equations over that signature constitutes a simple
form of specification. We refer to these asflat (meaningunstructured) specifications
in order to distinguish them from thestructuredspecifications to be introduced in
Chapter 5, formed from simpler specifications using specification-building opera-
tions. As we shall see later, it is possible in some (but not all) cases to “flatten”
a structured specification to yield a flat specification describing the same class of
algebras.

Throughout this section, letΣ be a signature.

Definition 2.2.1 (Presentation).A presentation(also known as aflat specification)
is a pair〈Σ ,Φ〉 whereΦ is a set ofΣ -equations (called theaxiomsof 〈Σ ,Φ〉). A
presentation〈Σ ,Φ〉 is sometimes referred to as aΣ -presentation. ut

The term “presentation” is chosen to emphasize the syntactic nature of the concept.
The idea is that a presentationdenotes(or presents) a semantic object which is
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inconvenient to describe directly. A reasonable objection to the definition above is
that it fails to include restrictions to ensure that presentations are truly syntactic
objects, namely thatΣ andΦ arefinite, or at least effectively presentable in some
other sense (e.g. recursive or recursively enumerable). Although it would be possible
to impose such a restriction, we refrain from doing so in order to avoid placing undue
emphasis on issues of this kind.

Definition 2.2.2 (Model of a presentation).A modelof a presentation〈Σ ,Φ〉 is a
Σ -algebraA such thatA |=Σ Φ . Mod[〈Σ ,Φ〉] is the class of all models of〈Σ ,Φ〉. ut

Taking〈Σ ,Φ〉 to denote the semantic objectMod[〈Σ ,Φ〉] is sometimes called taking
its loose semantics. The word “loose” here refers to the fact that this is not always
(in fact, hardly ever) an isomorphism class of algebras:A,B ∈ Mod[〈Σ ,Φ〉] does
not imply thatA∼= B. In Section 2.5 we will consider the so-calledinitial semantics
of presentations in which a further constraint is imposed on the models of a pre-
sentation, forcing every presentation to denote an isomorphism class of algebras.

Example 2.2.3.LetBool= 〈ΣBool,ΦBool〉 be the presentation below.1

specBool= sorts bool
ops true:bool

false:bool
¬ :bool→ bool
∧ :bool×bool→ bool
⇒ :bool×bool→ bool

∀p,q:bool
• ¬true= false
• ¬false= true
• p∧ true= p
• p∧¬p = false
• p⇒ q = ¬(p∧¬q)

DefineΣBool-algebrasA1, A2 andA3 as follows:

1 Here and in the sequel we follow the notation of CASL and itemize axioms in specifications,
marking them with• and introducing universal quantification over the variables only once for the
rest of the list of axioms. Note though that it may be important to keep some axioms outside of the
scope of quantification over some variables, see Exercise 2.1.4.
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|A1|bool = {?} |A2|bool = {♣,♥,♠} |A3|bool = {tt, ff}
trueA1 = ? trueA2 =♣ trueA3 = tt
falseA1 = ? falseA2 =♥ falseA3 = ff

¬A1 = {? 7→ ?} ¬A2 = {♣ 7→ ♥,
♥ 7→ ♣,
♠ 7→ ♠}

¬A3 = {tt 7→ ff ,
ff 7→ tt}

∧A1 ?

? ?

∧A2 ♣ ♥ ♠
♣ ♣ ♥ ♥
♥ ♥ ♥ ♥
♠ ♠ ♥ ♥

∧A3 tt ff
tt tt ff
ff ff ff

⇒A1 ?
? ?

⇒A2 ♣ ♥ ♠
♣ ♣ ♥ ♣
♥ ♣ ♣ ♣
♠ ♣ ♠ ♣

⇒A3 tt ff
tt tt ff
ff tt tt

Each of these algebras is a model ofBool. (NOTE: Reference will be made to
Bool and to its modelsA1, A2 andA3 in later sections of this chapter. The name
Bool has been chosen for the same reason asbool is used for the type of truth
values in programming languages; it is technically a misnomer since this is not a
specification of Boolean algebras, see Example 2.2.4 below.)

Exercise. Show that the models defined and in fact all the models ofBool sat-
isfy ∀p:bool• ¬(p∧¬false) = ¬p. Define a model ofBool that does not satisfy
∀p:bool• ¬¬p = p. ut

Example 2.2.4.LetBA= 〈ΣBA,ΦBA〉 be the following presentation.
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specBA= sorts bool
ops true:bool

false:bool
¬ :bool→ bool
∨ :bool×bool→ bool
∧ :bool×bool→ bool
⇒ :bool×bool→ bool

∀p,q, r:bool
• p∨ (q∨ r) = (p∨q)∨ r
• p∧ (q∧ r) = (p∧q)∧ r
• p∨q = q∨ p
• p∧q = q∧ p
• p∨ (p∧q) = p
• p∧ (p∨q) = p
• p∨ (q∧ r) = (p∧q)∨ (p∧ r)
• p∧ (q∨ r) = (p∨q)∧ (p∨ r)
• p∨¬p = true
• p∧¬p = false
• p⇒ q = ¬p∨q

Models ofBA are calledBoolean algebras. One such model is the following two-
valued Boolean algebraB:

|B|bool = {tt, ff},
trueB = tt,
falseB = ff ,
¬B = {tt 7→ ff , ff 7→ tt}

and
∨B tt ff
tt tt tt
ff tt ff

∧B tt ff
tt tt ff
ff ff ff

⇒B tt ff
tt tt ff
ff tt tt

This is (essentially) the same asA3 in Example 2.2.3. Note thatA1 can be turned
into a (trivial) Boolean algebra in a similar way, but this is not the case withA2.

Exercise.Given a Boolean algebraB, define a relation≤B⊆ |B|× |B| by a≤B b iff
a∨B b = b. Show that≤B is a partial order withtrueB andfalseB as its greatest and
least elements respectively, and witha∨B b yielding the least upper bound ofa,b
anda∧B b yielding their greatest lower bound. (In fact,〈|B|,≤B〉 is a distributive
lattice with top and bottom elements and complement¬B.) ut

Exercise 2.2.5.Show that all Boolean algebras (the models ofBA as introduced in
Exercise 2.2.4) satisfy thede Morgan laws:

∀p,q:bool• ¬(p∨q) = ¬p∧¬q
∀p,q:bool• ¬(p∧q) = ¬p∨¬q ut
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The following characterisation of the expressive power of flat equational specifi-
cations is one of the classical theorems of universal algebra.

Definition 2.2.6 (Equationally definable class).A classA of Σ -algebras isequa-
tionally definableif A = Mod[〈Σ ,Φ〉] for some setΦ of Σ -equations. ut

Definition 2.2.7 (Variety). A classA of Σ -algebras isclosed under subalgebras
if for any A ∈ A and subalgebraB of A, B ∈ A . Similarly, A is closed under
homomorphic imagesif for any A∈A andΣ -homomorphismh:A→ B, h(A) ∈A ,
andA is closed under productsif for any family 〈Ai ∈A 〉i∈I , ∏〈Ai〉i∈I ∈A .

A non-empty class ofΣ -algebras which is closed under subalgebras, homomor-
phic images, and products is called avariety. ut

Proposition 2.2.8.Any equationally definable classA of Σ -algebras is a variety.
ut

Exercise 2.2.9.Prove Proposition 2.2.8: show that for any presentation〈Σ ,Φ〉,
Mod[〈Σ ,Φ〉] is closed under subalgebras, homomorphic images and products. For
example, formalise the following argument to show closure under subalgebras: if
A |=Σ ϕ andB is a subalgebra ofA thenB |=Σ ϕ since removing values from the
carriers of an algebra does not affect the truth of universally quantified assertions
about its behaviour. Closure under products and under homomorphic images are not
much more difficult to prove. ut

Theorem 2.2.10 (Birkhoff’s Variety Theorem [Bir35]). If Σ is a signature with a
finite set of sort names then a classA of Σ -algebras is a variety iffA is equationally
definable. ut

The “if” part of this theorem is (a special case of) Proposition 2.2.8. A complete
proof of the “only if” part is beyond the scope of this book; the curious reader
should consult e.g. [Wec92].

Example 2.2.11.Consider the signature

Σ = sorts s
ops 0:s

× :s×s→ s

and the classA of Σ -algebras satisfying the familiar cancellation law:

if a 6= 0 anda×b = a×c thenb = c

The Σ -algebraA such that|A|s is the set of natural numbers and×A is ordinary
multiplication is inA . TheΣ -algebraB such that|B|s = {0,1,2,3} and×A is mul-
tiplication modulo 4 is not inA . (Exercise:Why not?) SinceB is a homomorphic
image ofA, this shows thatA is not a variety and hence is not equationally defin-
able. ut
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Exercise 2.2.12.Formulate a definition of what it means for a class ofΣ -algebras to
be closed under homomorphic coimages. Are varieties closed under homomorphic
coimages? ut

Exercise 2.2.13.Formulate definitions of what it means for a class ofΣ -algebras to
be closed under quotients, and under isomorphisms. Show that closure under both
quotients and isomorphisms is equivalent to closure under homomorphic images.

ut

The assumption in Theorem 2.2.10 that the set of sort names inΣ is finite cannot
easily be omitted:

Exercise 2.2.14.A family B of Σ -algebras isdirectedif any two algebrasB1,B2 ∈
B are subalgebras of someB ∈B. Define theunion

⋃
B of such a family to be

the leastΣ -algebra such that eachB ∈ B is a subalgebra of
⋃

B (the carrier of⋃
B is the union of the carriers of all algebras inB, and the values of operations

on arguments are inherited from the algebras inB; this is well-defined sinceB is
directed). Prove that since we consider equations with finite sets of variables only,
then for any presentation〈Σ ,Φ〉, Mod[〈Σ ,Φ〉] is closed under directed unions, that
is, given anydirectedfamily of algebrasB ⊆Mod[〈Σ ,Φ〉], its union

⋃
B is also in

Mod[〈Σ ,Φ〉].
A generalisation of Theorem 2.2.10 that we hint at here without a proof is that

for anysignatureΣ , a class ofΣ -algebras is equationally definable iff it is a variety
that is closed under directed unions. ut

Exercise 2.2.15.Consider a signature with an infinite set of sort names and no op-
erations. LetAfin be the class of all algebras over this signature that have non-empty
carriers for a finite set of sorts only, and letA be the closure ofAfin under products
and subalgebras (this adds algebras where the carrier of each sort is either a single-
ton or empty). Check thatA is a variety. Prove, however, thatA is not definable by
any set of equations. HINT : Use Exercise 2.2.14. ut

Exercise 2.2.16.Modify the definition of equation (Definition 2.1.1) so that infinite
sets of variables are allowed; it is enough to consider sets of variables that are finite
for each sort, but may be non-empty for infinitely many sorts. Extend the notion
of satisfaction (Definition 2.1.2) to such generalised equations in the obvious way.
Check that the classA defined in Exercise 2.2.15 is definable by such equations.
HINT : Consider all equations of the form∀X∪{x,y:s}• x= y, for all sortssand sets
X of variables such thatXs′ 6= ∅ for infinitely many sortss′.

Another generalisation of Theorem 2.2.10 that we want to hint at here is that for
any signatureΣ a class ofΣ -algebras is definable by such generalised equations
iff it is a variety. The proof of the “if” part is as easy as for ordinary equations
(Proposition 2.2.8). The proof of the “only if” part is also quite similar as in the
finitary case. ut

A final remark to clarify the nuances in the many-sorted versions of Theo-
rem 2.2.10 is that the theorem holds forany signature (also with an infinite set
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50 2 Simple equational specifications

of sort names) when we restrict attention to algebras with non-empty carriers of
all sorts: all varieties of such algebras (with closure under subalgebras limited to
subalgebras with non-empty carriers) are definable by equations with a finite set of
variables.

2.3 Theories

Any given equationally definable class of algebras has many different presentations;
in practice the choice of presentation is determined by various factors including the
need for simplicity and understandability and the desire for elegance. On the other
hand, such a class determines a single set of equations which uniquely identifies
it, called its theory. Since this is an infinite set, it is not a useful way of presenting
the class. However, it is a useful set to consider since it contains all axioms in all
presentations of the class, together with all their consequences.

Throughout this section, letΣ be a signature.

Definition 2.3.1 (ModΣ (Φ), ThΣ (A ), ClΣ (Φ) and ClΣ (A )). For any setΦ of Σ -
equations,ModΣ (Φ) (themodels ofΦ) denotes the class of allΣ -algebras satisfying
all theΣ -equations inΦ :

ModΣ (Φ) = {A | A is aΣ -algebra andA |=Σ Φ} ( = Mod[〈Σ ,Φ〉]).

For any classA of Σ -algebras,ThΣ (A ) (the theory of A ) denotes the set of all
Σ -equations satisfied by eachΣ -algebra inA :

ThΣ (A ) = {ϕ | ϕ is aΣ -equation andA |=Σ ϕ}.

A setΦ of Σ -equations isclosedif Φ = ThΣ (ModΣ (Φ)). Theclosureof a setΦ of
Σ -equations is the (closed) setClΣ (Φ) = ThΣ (ModΣ (Φ)). Analogously, a classA
of Σ -algebras isclosedif A = ModΣ (ThΣ (A )), and theclosureof A is ClΣ (A ) =
ModΣ (ThΣ (A )). ut

Proposition 2.3.2.For any setsΦ andΨ of Σ -equations and classesA ,B of Σ -
algebras:

1. If Φ ⊆Ψ then ModΣ (Φ)⊇ModΣ (Ψ).
2. If B ⊇A then ThΣ (B)⊆ ThΣ (A ).
3. Φ ⊆ ThΣ (ModΣ (Φ)) and ModΣ (ThΣ (A ))⊇A .
4. ModΣ (Φ) = ModΣ (ThΣ (ModΣ (Φ))) and ThΣ (A ) = ThΣ (ModΣ (ThΣ (A ))).
5. ClΣ (Φ) and ClΣ (A ) are closed.

Proof. Exercise. (HINT : Properties 4 and 5 follow from properties 1–3.) ut

For any signatureΣ , the functionsThΣ andModΣ constitute what is known in lattice
theory as a Galois connection.
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Definition 2.3.3 (Galois connection).A Galois connectionis given by two partially
ordered setsA andM (in Proposition 2.3.2,A is the set of all sets ofΣ -equations,
andM is the “set” of all classes ofΣ -algebras, both ordered by inclusion) and maps
∗:A→M and +:M→A (hereModΣ andThΣ ) satisfying properties correspond-

ing to 2.3.2(1)–2.3.2(3). An elementa∈A (resp.m∈M) is calledclosedif a= (a∗)+

(resp.m= (m+)∗). ut

Some useful properties — including ones corresponding to 2.3.2(4) and 2.3.2(5) —
hold for any Galois connection.

Exercise 2.3.4.For any Galois connection and anya,b∈ A andm∈M, show that
the following properties hold:

1. a≤A m+ iff a∗ ≥M m.
2. If a andb are closed thena≤A b iff a∗ ≥M b∗. (Show that the “if” part fails ifa

or b is not closed.)

Here,≤A and≤M are the orders onA andM respectively. ut

Exercise 2.3.5.For any Galois connection such thatAandM have binary least upper
bounds (tA, tM) and greatest lower bounds (uA, uM), and for anya,b∈ A, show
that the following properties hold:

1. (atA b)∗ = a∗uM b∗.
2. (auA b)∗ ≥M a∗tM b∗.

(HINT : tA satisfies the following properties for anya,b,c∈ A:

• a≤A atA b andb≤A atA b.
• If a≤A c andb≤A c thenatA b≤A c.

and analogously foruA, tM anduM.) State and prove analogues to 1 and 2 for
anym,n∈M, and instantiate all these general properties for the Galois connection
between sets ofΣ -equations and classes ofΣ -algebras. ut

Definition 2.3.6 (Semantic consequence).A Σ -equationϕ is a semantic conse-
quenceof a setΦ of Σ -equations, writtenΦ |=Σ ϕ, if ϕ ∈ ClΣ (Φ) (equivalently, if
ModΣ (Φ) |=Σ ϕ). ut

Notation. We will write Φ |= ϕ instead ofΦ |=Σ ϕ when the signatureΣ is obvious.
ut

The use of the double turnstile (|=) here is the same as its use in logic:Φ |= ϕ if the
equationϕ is satisfied in every algebra which satisfies all the equations inΦ . Here,
Φ is a set ofassumptionsandϕ is aconclusionwhich follows fromΦ . We refer to
this assemantic(or model-theoretic) consequence to distinguish it from a similar
relation defined by means of “syntactic” inference rules in the next section.

Example 2.3.7.Recall Example 2.2.3. The exercise there shows:

ΦBool |=ΣBool ∀p:bool• ¬(p∧¬false) = ¬p
ΦBool 6|=ΣBool ∀p:bool• ¬¬p = p
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Then, referring to Example 2.2.4, Exercise 2.2.5 shows that the de Morgan laws are
semantical consequences of the set of axiomsΦBA. ut

Exercise 2.3.8.Prove that semantic consequence is preserved by translation along
signature morphisms: for any signature morphismσ :Σ → Σ ′, setΦ of Σ -equations,
andΣ -equationϕ,

if Φ |=Σ ϕ thenσ(Φ) |=Σ ′ σ(ϕ).

Equivalently,σ(ClΣ (Φ)) ⊆ ClΣ ′(σ(Φ)). Show that the reverse inclusion does not
hold. ut

Exercise 2.3.9.Let σ :Σ → Σ ′ be a signature morphism and letΦ ′ be a closed set
of Σ ′-equations. Show thatσ−1(Φ ′) is a closed set ofΣ -equations. ut

See Section 4.2 for some further results on semantic consequence and translation
along signature morphisms, presented in a more general context.

Definition 2.3.10 (Theory).A theoryis a presentation〈Σ ,Φ〉 such thatΦ is closed.
A presentation〈Σ ,Φ〉 (whereΦ need not be closed)presentsthe theory〈Σ ,ClΣ (Φ)〉.
A theory〈Σ ,Φ〉 is sometimes referred to as aΣ -theory. ut

A theory morphism between two theories is a signature morphism between their
signatures that maps the equations in the source theory to equations belonging to
the target theory.

Definition 2.3.11 (Theory morphism).For any theories〈Σ ,Φ〉 and〈Σ ′,Φ ′〉, athe-
ory morphismσ :〈Σ ,Φ〉 → 〈Σ ′,Φ ′〉 is a signature morphismσ :Σ → Σ ′ such that
σ(ϕ) ∈Φ ′ for everyϕ ∈Φ ; if moreoverσ is a signature inclusionσ :Σ ↪→ Σ ′ then
σ :〈Σ ,Φ〉 ↪→ 〈Σ ′,Φ ′〉 is atheory inclusion. ut

Exercise 2.3.12.Let σ :〈Σ ,Φ〉 → 〈Σ ′,Φ ′〉 and σ ′:〈Σ ′,Φ ′〉 → 〈Σ ′′,Φ ′′〉 be the-
ory morphisms. Show thatσ ;σ ′:Σ → Σ ′′ is a theory morphismσ ;σ ′:〈Σ ,Φ〉 →
〈Σ ′′,Φ ′′〉. ut

Proposition 2.3.13.Let σ :Σ → Σ ′ be a signature morphism,Φ be a set ofΣ -
equations andΦ ′ be a set ofΣ ′-equations. Then the following conditions are equiv-
alent:

1. σ is a theory morphismσ :〈Σ ,ClΣ (Φ)〉 → 〈Σ ′,ClΣ ′(Φ ′)〉.
2. σ(Φ)⊆ ClΣ ′(Φ ′).
3. For every A′ ∈ModΣ ′(Φ ′), A′ σ ∈ModΣ (Φ).

Proof. Exercise. (HINT : Use the Satisfaction Lemma, Lemma 2.1.8.) ut

The fact that 2.3.13(2) implies 2.3.13(1) gives a shortcut for checking if a signa-
ture morphism is a theory morphism: one need only check, for each axiom in some
presentationof the source theory, that the translation of that axiom is in the target
theory. The equivalence between 2.3.13(1) and 2.3.13(3) is similar in spirit to the
Satisfaction Lemma, demonstrating a perfect correspondence between translation
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of syntax (axioms) along a signature morphism and translation of semantics (mod-
els) in the opposite direction. This equivalence shows that there is a model-level
alternative to the axiom-level phrasing of Definition 2.3.11; in fact, we will take
this alternative in the case of structured specifications (Chapter 5) where there is no
equivalent axiom-level characterisation (Exercise 5.5.4).

Example 2.3.14.Let Σ be the signature

Σ = sorts s,b
ops ttr:b

ffa:b
not:b→ b
and:b×b→ b
≤ :s×s→ b

and recall the presentationBool= 〈ΣBool,ΦBool〉 from Example 2.2.3. Define
a signature morphismσ :Σ → ΣBool by

σsorts= {s 7→ bool,b 7→ bool},
σε,b = {ttr 7→ true, ffa 7→ false},
σb,b = {not 7→ ¬},
σbb,b = {and 7→ ∧},
σss,b = {≤ 7→⇒}.

Let Φ be the set ofΣ -equations

Φ = {∀x:s• x≤ x = ttr, ∀p:b• and(p, ttr) = p}.

ThenClΣ (Φ) includesΣ -equations that were not inΦ , such as∀p:b,x:s• and(p,x≤
x) = p. Similarly, by Example 2.3.7,ClΣBool(ΦBool) includes theΣBool-
equation∀p:bool• ¬(p∧¬false) = ¬p, but it doesnot include∀p:bool• ¬¬p = p.
The presentations〈Σ ,ClΣ (Φ)〉 and 〈ΣBool,ClΣBool(ΦBool)〉 are theories —
the latter is the theory presented byBool. The signature morphismσ :Σ→ ΣBool

is a theory morphismσ :〈Σ ,ClΣ (Φ)〉 → 〈ΣBool,ClΣBool(ΦBool)〉.
Recalling Example 2.2.4, the theory presented byBA is 〈ΣBA,ClΣBA(ΦBA)〉,

the theory of Boolean algebras, withClΣBA(ΦBA) including for instance the de
Morgan laws (Exercise 2.2.5). The obvious signature morphismι :ΣBool→ ΣBA

is a theory morphismι :〈ΣBool,ClΣBool(ΦBool)〉 → 〈ΣBA,ClΣBA(ΦBA)〉.
These two theory morphisms can be composed, yielding the theory morphism

σ ;ι :〈Σ ,ClΣ (Φ)〉 → 〈ΣBA,ClΣBA(ΦBA)〉. ut

Exercise 2.3.15.Give presentations〈Σ ,Φ〉 and 〈Σ ′,Φ ′〉 and a theory morphism
σ :〈Σ ,ClΣ (Φ)〉→ 〈Σ ′,ClΣ ′(Φ ′)〉 such thatσ(Φ) 6⊆Φ ′. Note that this doesnotcon-
tradict the equivalence between 2.3.13(1) and 2.3.13(2). ut

Page: 53 job: root macro: svmono.cls date/time: 29-Sep-2010/17:48
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2.4 Equational calculus

As we have seen, each presentation〈Σ ,Φ〉 determines a theory〈Σ ,ClΣ (Φ)〉, where
ClΣ (Φ) containsΦ together with all of its semantic consequences. An obvious ques-
tion at this point is how to determine whether or not a givenΣ -equation∀X • t = t ′

belongs to the setClΣ (Φ), i.e. how to decide ifΦ |=Σ ∀X • t = t ′. The defini-
tion of ClΣ (Φ) does not provide an effective method: according to this, testing
Φ |=Σ ∀X • t = t ′ involves constructing the (infinite!) classModΣ (Φ) and check-
ing whether or not∀X • t = t ′ is satisfied by each of the algebras in this class, that
is, checking for each algebraA∈ModΣ (Φ) and functionv:X→ |A| (there may be
infinitely many such functions for a givenA) that tA(v) = t ′A(v). An alternative is
to proceed “syntactically” by means ofinference ruleswhich allow the elements of
ClΣ (Φ) to bederivedfrom the axioms inΦ via a sequence of formal proof steps.

Throughout this section, letΣ be a signature.

Definition 2.4.1 (Equational calculus).A Σ -equationϕ is a syntactic(or proof-
theoretic) consequenceof a setΦ of Σ -equations, writtenΦ `Σ ϕ, if this can be
derived by application of the following inference rules:

Axiom:
Φ `Σ ∀X • t = t ′

∀X • t = t ′ ∈Φ

Reflexivity:
Φ `Σ ∀X • t = t

Xs⊆X for all s∈ Sandt ∈ |TΣ (X)|

Symmetry:
Φ `Σ ∀X • t = t ′

Φ `Σ ∀X • t ′ = t

Transitivity:
Φ `Σ ∀X • t = t ′ Φ `Σ ∀X • t ′ = t ′′

Φ `Σ ∀X • t = t ′′

Congruence:
Φ `Σ ∀X • t1 = t ′1 · · · Φ `Σ ∀X • tn = t ′n

Φ `Σ ∀X • f (t1, . . . , tn) = f (t ′1, . . . , t
′
n)

f :s1×·· ·×sn→ s in Σ and
ti , t ′i ∈ |TΣ (X)|si for all i ≤ n

Instantiation:
Φ `Σ ∀X • t = t ′

Φ `Σ ∀Y• t[θ ] = t ′[θ ]
θ :X→ |TΣ (Y)| ut

Exercise 2.4.2 (Admissibility of weakening and cut).Prove that ifΦ `Σ ∀X • t = t ′

andΦ ⊆Φ ′ thenΦ ′ `Σ ∀X • t = t ′. (HINT : Simple induction on the structure of the
derivation ofΦ `Σ ∀X • t = t ′.) This shows that the following rule is admissible2:

Weakening:
Φ `Σ ∀X • t = t ′

Φ ∪Φ
′ `Σ ∀X • t = t ′

2 A rule is admissiblein a formal system of rules if its conclusion is derivable in the system
provided that all its premises are derivable. This holds in particular if the rule isderivablein the
system, that is, if it can be obtained by composition of the rules in the system.
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Prove that ifΨ `Σ ϕ and{ϕ}∪Φ `Σ ψ thenΨ ∪Φ `Σ ψ. (HINT : Use induction
on the structure of the derivation of{ϕ}∪Φ `Σ ψ; for the case of the axiom rule,
use the fact that weakening is admissible.) This shows that the following rule is
admissible:

Cut:
Ψ `Σ ϕ {ϕ}∪Φ `Σ ψ

Ψ ∪Φ `Σ ψ

Check that your proof can be generalised to show that ifΦ `ψ andΨϕ ` ϕ for each
ϕ ∈Φ then

⋃
ϕ∈Φ Ψϕ ` ψ. ut

Exercise 2.4.3 (Consequence is preserved by translation).Show that for any sig-
nature morphismσ :Σ → Σ ′, setΦ of Σ -equations, andΣ -equationϕ, if Φ `Σ ϕ

thenσ(Φ) `Σ ′ σ(ϕ). ut

Example 2.4.4.Recall the presentationBool = 〈ΣBool,ΦBool〉 from Exam-
ple 2.2.3. The following is a derivation ofΦBool`ΣBool ∀p:bool• ¬(p∧¬false)=
¬p:

A
A
A
A
A
A
A
A
A
A
AA

P

�
�

�
�

�
�

�
�

�
�

��
ΦBool `ΣBool ∀p:bool• ¬(p∧¬false) = ¬(p∧ true)

ΦBool `ΣBool ∀p:bool• p∧ true= p
ΦBool `ΣBool ∀p:bool• ¬(p∧ true) = ¬p

ΦBool `ΣBool ∀p:bool• ¬(p∧¬false) = ¬p

whereP is the derivation

ΦBool `ΣBool ∀p:bool• p = p

ΦBool `ΣBool ¬false= true

ΦBool `ΣBool ∀p:bool• ¬false= true
ΦBool `ΣBool ∀p:bool• p∧¬false= p∧ true

ΦBool `ΣBool ∀p:bool• ¬(p∧¬false) = ¬(p∧ true)

Exercise.Tag each step above with the inference rule being applied. ut

Exercise 2.4.5.Give a derivation ofΦBool `ΣBool ∀p:bool• p⇒ p = true.
A considerably more serious challenge is to give derivations for the de Morgan

laws from the axioms of Boolean algebra (see Example 2.2.4 and Exercise 2.2.5).
ut
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On its own, the equational calculus is nothing more than a game with symbols;
its importance lies in the correspondence between the two relations|=Σ and`Σ . As
we shall see, there is an exact correspondence:`Σ is bothsoundandcompletefor
|=Σ . Soundness (Φ `Σ ϕ ⇒ Φ |=Σ ϕ) is a vital property for any formal system: it
ensures that the inference rules cannot be used to derive an incorrect result.

Theorem 2.4.6 (Soundness of equational calculus).LetΦ be a set ofΣ -equations
and letϕ be aΣ -equation. IfΦ `Σ ϕ thenΦ |=Σ ϕ. ut

Exercise 2.4.7.Prove Theorem 2.4.6. Use induction on the depth of the derivation
of Φ `Σ ϕ, showing that each rule in the system preserves the indicated property.

ut

Example 2.4.8.By Theorem 2.4.6, the formal derivation in Example 2.4.4 justifies
the claim in Example 2.3.7 thatΦBool |=ΣBool ∀p:bool• ¬(p∧¬false) = ¬p. On
the other hand, sinceΦBool 6|=ΣBool ∀p:bool• ¬¬p = p, there can be no proof in
the equational calculus forΦBool `ΣBool ∀p:bool• ¬¬p = p. ut

It is a somewhat counter-intuitive fact (see [GM85]) that simplifying the calculus
by omitting explicit quantifiers in equations yields an unsound system. This is due
to the fact that algebras may have empty carrier sets. Any equation that includes a
quantified variablex:swill be satisfied by any algebra having an empty carrier fors,
even ifx appears on neither side of the equation. The instantiation rule is the only
one that can be used to change the set of quantified variables; it is designed to ensure
that quantified variables are eliminated only when it is sound to do so.

Exercise 2.4.9.Formulate a version of the equational calculus without explicit
quantifiers on equations and show that it is unsound. (HINT : Consider the signature
Σ with sortss,s′ and operationsf :s→ s′, a:s′, b:s′, and setΦ = { f (x) = a, f (x) =
b} of Σ -equations.

Show thatΦ `Σ a = b in your version of the calculus. Then give aΣ -algebra
A ∈ ModΣ (Φ) such thatA 6|=Σ a = b.) Pinpoint where this proof of unsoundness
breaks down for the version of the equational calculus given in Definition 2.4.1.ut

Exercise 2.4.10.Show that the equational calculus without explicit quantifiers is
sound when the definition ofΣ -algebra is changed to require all carrier sets to be
non-empty, or when either of the following constraints onΣ is imposed:

1. Σ has only one sort.
2. All sorts inΣ arenon-void: for each sort names in Σ , |TΣ |s 6= ∅. ut

Exercise 2.4.11.Give an example of a signatureΣ which satisfies neither 2.4.10(1)
nor 2.4.10(2), for which the equational calculus without explicit quantifiers is sound.

ut

Completeness (Φ |=Σ ϕ ⇒ Φ `Σ ϕ) is typically more difficult to achieve than
soundness: it means that the rules in the system are powerful enough to derive all
correct results. It is not as important as soundness, in the sense that a complete
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but unsound system is useless while (as we shall see in the sequel) a sound but
incomplete system is often the best that can be obtained. The equational calculus
happens to be complete for|=Σ :

Theorem 2.4.12 (Completeness of equational calculus).Let Φ be a set ofΣ -
equations and letϕ be aΣ -equation. IfΦ |=Σ ϕ thenΦ `Σ ϕ.

Proof sketch.SupposeΦ |=Σ ∀X • t = t ′. Define≡ ⊆ |TΣ (X)| × |TΣ (X)| by u ≡
u′ ⇐⇒ Φ `Σ ∀X • u = u′; ≡ is a Σ -congruence onTΣ (X). TΣ (X)/≡ |=Σ Φ so
TΣ (X)/≡ |=Σ ∀X • t = t ′, and thust ≡ t ′, i.e.Φ `Σ ∀X • t = t ′. ut

Exercise 2.4.13.Fill in the gaps in the proof of Theorem 2.4.12. ut

There are several different but equivalent versions of the equational calculus. The
following exercise considers various alternatives to the congruence and instantiation
rules.

Exercise 2.4.14.Show that the version of the equational calculus in Definition 2.4.1
is equivalent to the system obtained when the congruence and instantiation rules are
replaced by the following single rule:

Substitutivity:
Φ `Σ ∀X • t = t ′ for eachx∈ X, Φ `Σ ∀Y• θ(x) = θ ′(x)

Φ `Σ ∀Y• t[θ ] = t ′[θ ′]
θ ,θ ′:X→ |TΣ (Y)|

Show that this is equivalent to the system having the following more restricted ver-
sion of the substitutivity rule:

Substitutivity′:
Φ `Σ ∀X∪{x:s}• t = t ′ Φ `Σ ∀Y• u = u′

Φ `Σ ∀X∪Y• t[x 7→ u] = t ′[x 7→ u′]
u,u′ ∈ |TΣ (Y)|s

(HINT : The equivalence relies on the fact that the set of quantified variables in an
equation is finite.) Finally, show that both of the following rules may be derived in
any of these systems:

Abstraction:
Φ `Σ ∀X • t = t ′

Φ `Σ ∀X∪Y• t = t ′
Ys⊆X for all s∈ S

Concretion:
Φ `Σ ∀X∪{x:s}• t = t ′

Φ `Σ ∀X • t = t ′
t, t ′ ∈ |TΣ (X)| and|TΣ (X)|s 6= ∅ ut

A consequence of the soundness and completeness theorems is that the equa-
tional calculus constitutes asemi-decision procedurefor |=Σ : enumerating all deriva-
tions will eventually produce a derivation forΦ `Σ ϕ if Φ |=Σ ϕ holds, but if
Φ 6|=Σ ϕ then this procedure will never terminate. This turns out to be the best we
can achieve:

Theorem 2.4.15.There is no decision procedure for|=Σ .

Proof. Follows immediately from the undecidability of the word problem for semi-
groups [Pos47]. ut
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Mechanised proof search techniques can be applied with considerable success to the
discovery of derivations (and under certain conditions, discussed in Section 2.6, a
decision procedureis possible) but Theorem 2.4.15 shows that such techniques can
provide no more than a partial solution.

2.5 Initial models

The class of algebras given by the loose semantics of aΣ -presentation contains too
many algebras to be very useful in practice. In particular, Birkhoff’s Variety The-
orem guarantees that this class will always include degenerateΣ -algebras having
a single value of each sort inΣ , as well as (nearly always)Σ -algebras that are not
reachable. This unsatisfactory state of affairs is a consequence of the limited power
of equational axioms. A standard way out is to take the so-calledinitial semanticsof
presentations, which selects a certain class of “best” models from among all those
satisfying the axioms. Various alternatives to this approach will be presented in the
sequel.

Throughout this section, let〈Σ ,Φ〉 be a presentation.

Exercise 2.5.1.Verify the above claim concerning Birkhoff’s Variety Theorem, be-
ing specific about the meaning of “nearly always”. ut

There are two features that render certain models of presentations unfit for use in
practice. The mnemonic terms “junk” and “confusion” were coined in [BG81] to
characterise these:

Definition 2.5.2 (Junk and confusion).Let A be a model of〈Σ ,Φ〉. We say that
A contains junkif it is not reachable, and thatA contains confusionif it satisfies a
groundΣ -equation that is not inClΣ (Φ). ut

The intuition behind these terms should be readily apparent: “junk” refers to useless
values which could be discarded without being missed, and “confusion” refers to
the values of two ground terms being unnecessarily identified (confused).

Example 2.5.3.Recall the presentationBool = 〈ΣBool,ΦBool〉 and its mod-
elsA1, A2 andA3 from Example 2.2.3.A1 contains confusion (A1 |=ΣBool true=
false 6∈ ClΣBool(ΦBool)) but not junk; A2 contains junk (there is no ground
ΣBool-termt such thattA2 =♠ ∈ |A2|bool) but not confusion;A3 contains neither
junk nor confusion. There are models ofBool containing both junk and confusion.
(Exercise:Find one.) ut

Exercise 2.5.4.Consider the following specification of the natural numbers with
addition:
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specNat= sorts nat
ops 0:nat

succ:nat→ nat
+ :nat×nat→ nat

∀m,n:nat • 0+n = n
• succ(m)+n = succ(m+n)

List some of the models ofNat. Which of these contain junk and/or confusion?
(NOTE: For reference later in this section,ΣNat refers to the signature ofNat and
ΦNat refers to its axioms.) ut

Exercise 2.5.5.According to Exercise 1.3.5, surjective homomorphisms reflect junk.
Show that injective homomorphisms preserve junk and reflect confusion, and that
all homomorphisms preserve confusion. It follows that isomorphisms preserve and
reflect junk and confusion. ut

Examples like the ones above suggest that often the algebras of interest are those
which contain neither junk nor confusion. Recall Exercise 1.4.14, which charac-
terised reachableΣ -algebras as those which are isomorphic to a quotient ofTΣ .
Accordingly, the algebras we want are all isomorphic to quotients ofTΣ ; by Exer-
cise 2.5.5 it is enough to consider just these quotient algebras themselves. Of course,
not all quotientsTΣ /≡ will be models of〈Σ ,Φ〉: this will only be the case when≡
identifies enough terms that the equations inΦ are satisfied. But if≡ identifies
“too many” terms,TΣ /≡ will contain confusion. There is exactly oneΣ -congruence
that yields a model of〈Σ ,Φ〉 containing no confusion:

Definition 2.5.6 (Congruence generated by a set of equations).The relation
≡Φ ⊆ |TΣ | × |TΣ | is defined byt ≡Φ t ′ ⇐⇒ Φ |=Σ ∀∅• t = t ′, for all t, t ′ ∈ |TΣ |.
≡Φ is called theΣ -congruence generated byΦ . ut

Exercise 2.5.7.Prove that≡Φ is aΣ -congruence onTΣ . ut

Theorem 2.5.8 (Quotient construction).TΣ /≡Φ is a model of〈Σ ,Φ〉 containing
no junk and no confusion. ut

Exercise 2.5.9.Prove Theorem 2.5.8. HINT : Note thatTΣ /≡Φ contains no junk by
Exercise 1.4.14. Then show that for any termt ∈ TΣ (X) and substitutionθ :X→ TΣ ,
tTΣ /≡Φ

(θ ′) = [t[θ ]]≡Φ
, whereθ ′(x) = [θ(x)]≡Φ

for x ∈ X. Use this to show that
TΣ /≡Φ satisfies all the equations inΦ and contains no confusion. ut

Example 2.5.10.Recall the presentationBool= 〈ΣBool,ΦBool〉 from Exam-
ple 2.2.3. The modelTΣBool/≡ΦBool of Bool is defined as follows:
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|TΣBool/≡ΦBool|bool = {[true]≡ΦBool
, [false]≡ΦBool

}
trueTΣBool/≡ΦBool

= [true]≡ΦBool

falseTΣBool/≡ΦBool
= [false]≡ΦBool

¬TΣBool/≡ΦBool
= {[true]≡ΦBool

7→ [false]≡ΦBool
, [false]≡ΦBool

7→ [true]≡ΦBool
}

∧TΣBool/≡ΦBool
[true]≡ΦBool

[false]≡ΦBool

[true]≡ΦBool
[true]≡ΦBool

[false]≡ΦBool

[false]≡ΦBool
[false]≡ΦBool

[false]≡ΦBool

⇒TΣBool/≡ΦBool
[true]≡ΦBool

[false]≡ΦBool

[true]≡ΦBool
[true]≡ΦBool

[false]≡ΦBool

[false]≡ΦBool
[true]≡ΦBool

[true]≡ΦBool

where

[true]≡ΦBool
= {true,¬false, true∧ true,¬(false∧ true),¬(false∧¬false), false⇒ false, . . .},

[false]≡ΦBool
= {false,¬true, true∧ false,¬(true∧ true),¬(true∧¬false), true⇒ false, . . .}.

The carrier set|TΣBool/≡ΦBool|bool has just two elements since the axioms in
ΦBool can be used to reduce each groundΣBool-term to true or false, and
true 6≡ΦBool false. Note that the “syntactic” nature ofTΣBool is preserved in
TΣBool/≡ΦBool, e.g. for eachx∈ [true]≡ΦBool

, “¬x” ∈ [false]≡ΦBool
=¬TΣBool/≡ΦBool

([true]≡ΦBool
).

ut

Exercise 2.5.11.Recall the presentationNat = 〈ΣNat,ΦNat〉 given in Exer-
cise 2.5.4. Construct the modelTΣNat/≡ΦNat of Nat. ut

Exercise 2.5.12.Show that≡Φ is the onlyΣ -congruence making Theorem 2.5.8
hold. ut

The special properties ofTΣ /≡Φ described by Theorem 2.5.8 can be captured
very succinctly by saying thatTΣ /≡Φ is a so-calledinitial modelof 〈Σ ,Φ〉.

Definition 2.5.13 (Initial model of a presentation).A Σ -algebraA is initial in
a classA of Σ -algebras ifA ∈ A and for everyB ∈ A there is a uniqueΣ -
homomorphismh:A→ B. An initial model of 〈Σ ,Φ〉 is aΣ -algebra that is initial in
Mod[〈Σ ,Φ〉]. IMod[〈Σ ,Φ〉] is the class of all initial models of〈Σ ,Φ〉. ut

In the next chapter we will see that this definition can be generalised to a much
wider context than that of algebras and homomorphisms.

Theorem 2.5.14 (Initial model theorem).TΣ /≡Φ is an initial model of〈Σ ,Φ〉.

Proof sketch. TΣ /≡Φ is a model of〈Σ ,Φ〉 by Theorem 2.5.8. GivenB∈Mod[〈Σ ,Φ〉],
let ∅]:TΣ → B be the unique homomorphism from the algebra of groundΣ -terms
to B. SinceB |=Σ Φ , we have≡Φ ⊆ K(∅]), and by Exercise 1.3.20 there is a homo-
morphismh:TΣ /≡Φ → B, which is unique by Exercise 1.3.6. (Exercise:Fill in the
gaps in this proof.) ut

Page: 60 job: root macro: svmono.cls date/time: 29-Sep-2010/17:48



2.5 Initial models 61

Example 2.5.15.Recall the presentationBool= 〈ΣBool,ΦBool〉 and its mod-
elsA1, A2 andA3 from Example 2.2.3, and its modelTΣBool/≡ΦBool from Exam-
ple 2.5.10, which is an initial model by Theorem 2.5.14.ΣBool-homomorphisms
from TΣBool/≡ΦBool to A1, A2 andA3 are as follows:

h1:TΣBool/≡ΦBool→ A1 h1bool = {[true]≡ΦBool
7→ ?, [false]≡ΦBool

7→ ?},
h2:TΣBool/≡ΦBool→ A2 h2bool = {[true]≡ΦBool

7→ ♣, [false]≡ΦBool
7→ ♥},

h3:TΣBool/≡ΦBool→ A3 h3bool = {[true]≡ΦBool
7→ 1, [false]≡ΦBool

7→ 0}.

(Exercise:Check uniqueness.)
A1 is not an initial model: for example,6 ∃h:A1→ A2 and 6 ∃h:A1→ A3. In

general, models containing confusion cannot be initial since homomorphisms pre-
serve confusion (Exercise 2.5.5). Similarly,A2 is not an initial model: for exam-
ple, 6 ∃h:A2→ A3, since there is no value in|A3|bool to which h can map the “ex-
tra” value♠ ∈ |A2|bool. On the other hand,A3 is initial: for example,∃!g1:A3→
A1 (whereg1bool(1) = g1bool(0) = ?), ∃!g2:A3→ A2 (whereg2bool(1) = ♣ and
g2bool(0) =♥), and∃!g:A3→ TΣBool/≡ΦBool (wheregbool(1) = [true]≡ΦBool

and
gbool(0) = [false]≡ΦBool

). ut

Exercise 2.5.16.Recall the model you constructed in Exercise 2.5.11 of the specifi-
cationNat of natural numbers with addition. Show that there is a unique homomor-
phism from this model to each of the models you considered in Exercise 2.5.4.ut

Exercise 2.5.17.Using Theorem 2.5.14, show thatTΣ is an initial model of〈Σ ,∅〉.
Contemplate how this relates to Fact 1.4.4 and Definition 1.4.5. ut

Exercise 2.5.18.Note that initial models of〈Σ ,Φ〉 may have empty carriers for
some sorts. Show that this is necessary: give an example of a presentation〈Σ ,Φ〉
such that no algebra is initial in the class of its models that have non-empty carriers
of all sorts. Link this with Exercise 1.2.3. ut

Taking a presentation〈Σ ,Φ〉 to denote the classIMod[〈Σ ,Φ〉] of its initial
models is called taking itsinitial semantics. We know from Theorem 2.5.14 that
IMod[〈Σ ,Φ〉] is never empty. Although the motivation for wishing to exclude mod-
els containing junk and confusion was merely to weed out certain kinds of degener-
ate cases, the effect of this constraint is to restrict attention to an isomorphism class
of models:

Exercise 2.5.19.Show that any two initial models of a presentation are isomorphic.
Conclude that the initial models of a presentation are exactly those containing no
junk and no confusion. ut

For some purposes, restricting to an isomorphism class of models is clearly inap-
propriate. The following exercise demonstrates what can go wrong.

Exercise 2.5.20.Consider the addition of a subtraction operation−:nat×nat→ nat
to the specificationNat in Exercise 2.5.4, with the axioms∀m:nat•m−0 = m and
∀m,n:nat• succ(m)− succ(n) = m−n. These axioms do not fix the value ofm−n
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whenn > m; assume that we are willing to accept any value in this case, perhaps
because we are certain for some reason that it will never arise. Construct an initial
model of this specification. Why is this model unsatisfactory? Can you think of
a better model? What is the problem with restricting to an isomorphism class of
models of this specification? ut

The phenomenon illustrated here arises in cases where operations are not defined
in a sufficiently completeway. Roughly speaking, a definition of an operation is
sufficiently complete when the value produced by the operation is defined for all
of the possible values of its arguments. See Definition 6.1.22 below for a proper
definition of this term in a more general context.

One may argue that Exercise 2.5.20 is unconvincing, since the lack of sufficient
completeness arises there because we do not really needm− n to be defined as
a natural number whenn > m, and that this can be dealt with using one of the
approaches to partial functions below (Sections 2.7.3, 2.7.4, or 2.7.5). However, the
same phenomenon arises in other cases as well:

Exercise 2.5.21.Give a specification of natural numbers with a function that for
each natural numbern chooses an arbitrary number that is greater thann. HINT :
You may first extend the specificationNat of Exercise 2.5.4 with a sortbool with
operations and axioms as inBool in Example 2.2.3, and add a binary operation

< :nat×nat→ boolwith the following axioms:

∀n:nat• 0 < succ(n) = true
∀m:nat• succ(m) < 0 = false
∀m,n:nat• succ(m) < succ(n) = m< n

The required functionch:nat→ nat may now be constrained by the obvious axiom
∀n:nat• n < ch(n) = true.

Clearly, the definition ofchcannot be sufficiently complete. Construct the initial
model of the resulting specification and check that it is not satisfactory. Referring
to other algebraic approaches presented in Sections 2.7.3, 2.7.4, and 2.7.5 below,
check that none of them offers a satisfactory solution either. ut

The above exercise indicates one of the most compelling reasons for considering
alternatives to initial semantics: requiring specifications to define all operations in
a sufficiently complete way is much too restrictive in many practical cases. Such
a requirement is also undesirable for methodological reasons, since it forces the
specifier of a problem to make decisions which are more appropriately left to the
implementor.

The comments above notwithstanding, there are certain common situations in
which initial semantics is appropriate and useful. In particular, the implicit “no junk”
constraint conveniently captures the “that’s all there is” condition which is needed
e.g. in inductive definitions of syntax.

Example 2.5.22.Consider the following specification of syntax for simple arith-
metic expressions:

Page: 62 job: root macro: svmono.cls date/time: 29-Sep-2010/17:48



2.5 Initial models 63

specExpr= sorts expr
ops x,y,0:expr

plus,minus:expr×expr→ expr
∀e,e′:expr • plus(e,e′) = plus(e′,e)

The axiom requires thesyntaxof addition to be commutative. In the initial seman-
tics ofExpr, the “no junk” condition ensures that the only expressions (value of
sortexpr) are those built from 0,x andy usingplusandminus. The “no confusion”
condition ensures that no undesired identification of expressions occurs: for exam-
ple, the syntax of addition is not associative and the syntax of subtraction is not
commutative. ut

Exercise 2.5.23.Write a specification of (finite) sets of natural numbers. The oper-
ations should include∅:set, singleton:nat→ setand∪:set×set→ set. ut

The “no junk” condition is more powerful than it might appear to be at first
glance. Imposing the constraint that every value be expressible as a ground term
makes it possible to use induction on the structure of terms to prove properties of all
the values in an algebra. This means that for reasoning about models of specifica-
tions containing no junk, such as initial models, it is sound to add an induction rule
scheme to the equational calculus presented in the previous section. Since the form
of the induction rule scheme varies according to the signature of the specification at
hand, this is best illustrated by means of examples.

Example 2.5.24.Recall the presentationNat = 〈ΣNat,ΦNat〉 of natural num-
bers with addition given in Exercise 2.5.4. To simplify notation, letx andy stand for
variable names such thatx:nat andy:nat are not inΣNat andx:nat does not appear
in thesorts(ΣNat)-sorted set of variablesX used below. The following induction
rule scheme is sound for reachable models ofNat (and for reachable models of all
otherΣNat-presentations):

Φ `ΣNat P(0) Φ ∪{P(x)} `ΣNat∪{x:nat} P(succ(x)) Φ ∪{P(x),P(y)} `ΣNat∪{x,y:nat} P(x+y)
Φ `ΣNat ∀x:nat• P(x)

Here, P(x) stands for aΣNat∪ {x:nat}-equation∀X • t = t ′; think of this as a
ΣNat-equation with free variablex:nat. ThenP(0) stands for theΣNat-equation
∀X • t[x 7→ 0] = t ′[x 7→ 0], P(succ(x)) stands for theΣNat ∪ {x:nat}-equation
∀X • t[x 7→ succ(x)] = t ′[x 7→ succ(x)] and analogously forP(y) andP(x+ y), and
∀x:nat• P(x) stands for theΣNat-equation∀X ∪ {x:nat}• t = t ′. The following
additional inference rule is needed to infer equations overΣNat∪ {x:nat} and
ΣNat∪{x,y:nat} from ΣNat-equations:

Φ `Σ ∀X • t = t ′

Φ `Σ∪Σ ′ ∀X • t = t ′

Exercise.Show that adding the two inference rules above to the equational calculus
gives a system that is sound for reachable models ofΣNat-presentations.
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64 2 Simple equational specifications

The inference rule scheme above can be used for proving theorems such as as-
sociativity and commutativity of+. But note that the axioms for+ fully define it
in terms of 0 andsucc: it is possible to prove by induction on the structure of terms
that for every groundΣNat-termt there is a groundΣNat-termt ′ such thatt ′ does
not contain the+ operation andΦ `ΣNat t = t ′. (Exercise:Prove it. Note that this
is a proof at the meta-levelabout`, not a derivation at the object levelusing`.)
This shows that the third premise of the above induction rule scheme is redundant.
Eliminating it gives the following scheme, which is more obviously related to the
usual form of induction for natural numbers:

Φ `ΣNat P(0) Φ ∪{P(x)} `ΣNat∪{x:nat} P(succ(x))
Φ `ΣNat ∀x:nat• P(x)

Taking P(x) to be∀n, p:nat• x+ (n+ p) = (x+ n) + p, we have the following
derivation, which proves that addition is associative in initial models ofNat (Ex-
ercise:Supply the derivationsP1 andP2):

A
A
A
A
A
A
A
A
A
A
AA

P1

�
�

�
�
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�

�
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��
Φ `ΣNat ∀n, p:nat• 0+(n+ p) = (0+n)+ p

A
A
A
A
A
A
A
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A
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Φ ∪{∀n, p:nat• x+(n+ p) = (x+n)+ p}
`ΣNat∪{x:nat}
∀n, p:nat• succ(x)+(n+ p) = (succ(x)+n)+ p

Φ `ΣNat ∀x,n, p:nat• x+(n+ p) = (x+n)+ p

Note that there are models ofNat containing junk which do not satisfy∀x,n, p:nat• x+
(n+ p) = (x+n)+ p. Hence, this equation is not inClΣNat(ΦNat) and induction
is required for its derivation. ut

Exercise 2.5.25.Recall the presentationBool = 〈ΣBool,ΦBool〉 from Exam-
ple 2.2.3. Give an induction rule scheme that is sound for reachable models of
ΣBool-presentations. (HINT : There will be five premises, one for each operation
in Bool.) Show that three of the premises are redundant (HINT : eliminate one op-
eration at a time), which gives the following rule scheme:

Φ `ΣBool P(true) Φ `ΣBool P(false)
Φ `ΣBool ∀x:bool• P(x)

Use this to prove that∀p:bool• ¬¬p= p holds in initial models ofBool. Prove that
the axiom∀p:bool• p∧¬p = falseis redundant for the initial semantics ofBool,
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2.5 Initial models 65

that is:

ΦBool\{∀p:bool• p∧¬p = false} `ΣBool ∀p:bool• p∧¬p = false. ut

Adding an induction rule scheme appropriate to the signature at hand to the equa-
tional calculus gives a system that is sound for reasoning about initial models of
specifications, and is more powerful than the equational calculus on its own. How-
ever, the resulting system is not always complete. In fact, it turns out that complete-
ness is unachievable in general: there isno sound proof system that is complete for
reasoning about initial models of arbitrary specifications. In order to prove that this
is the case, it is necessary to formalize what we mean by the term “proof system”.
For our purposes it will suffice to assume that any proof system has a recursively
enumerable set of theorems. See [Chu56] for a discussion of the philosophical con-
siderations (e.g. finiteness of proofs, decidability of the correctness of individual
proof steps) underlying this assumption.

Theorem 2.5.26 (Incompleteness for initial semantics).There is a presentation
〈Σ ,Φ〉 such that there is no proof system which is sound and complete with respect
to satisfaction of equations in the class of initial models of〈Σ ,Φ〉.

Proof ([MS85]).As a consequence of Matiyasevich’s theorem, the set of equations
which hold in the standard model of the natural numbers (with 0,succ, +,× and−,
such thatm−n = 0 whenn≥m) is not recursively enumerable [DMR76, Sect. 8].
Therefore, this cannot be the set of theorems produced by any proof system. It is
easy to construct a (single-sorted) presentation having this as an initial model. (Ex-
ercise: Construct it.) Since all the initial models of a presentation are isomorphic
(Exercise 2.5.19) and since isomorphisms preserve and reflect satisfaction of equa-
tions (Exercise 2.1.5), this completes the proof. ut

The fact that completeness cannot be achieved is of no real importance in practice:
the equational calculus together with induction is perfectly adequate for normal use.
But the failure of completeness does mean that care must be taken to distinguish
between satisfaction (|=) and provability (̀ ) in theoretical work. It is important to
recognize that model-theoretic satisfaction is the relation of primary importance,
since it embodiestruth. Provability is merely an approximation to truth, albeit one
that is of great importance for practical use since it is based on mechanical syntactic
manipulation. The failure of completeness means that the approximation cannot be
exact, but by being sound it errs on the side of safety.

Exercise 2.5.27.Show that the equational calculus (without added induction rule
schemes) is complete with respect to satisfaction ofgroundequations in initial mod-
els of specifications. ut

The additional specification techniques introduced in Chapter 5 will lead to a widen-
ing of the gap between satisfaction and provability. In particular, even completeness
with respect to satisfaction of ground equations will be impossible to retain.

A generalisation of the concept of initial model is needed to give a fully satis-
factory specification of classes of models that are naturally parametric with respect
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to some basic data. An example is the definition of terms in Section 1.4, which is
parametric in anS-sorted set of variables. Another is the specification of sets (see
Exercise 2.5.23): it should be possible to specify sets without building in a specifi-
cation of the kind of values in the sets (in this case, natural numbers).

Exercise 2.5.28.Suppose that all information about the natural numbers is removed
from the specification of sets you gave in Exercise 2.5.23, by deleting operations
on natural numbers likesuccand changing the sort namenat to elem. Construct an
initial model of the resulting specification. Why is this model unsatisfactory?ut

The required concept is that of afreemodel extending a given algebra, which cap-
tures the idea of initialityrelative toa fixed part of the model. See Section 3.5 for
the details, Section 4.3 for the use of this concept in the context of specifications,
and Chapter 6 for much more on the general topic of parameterisation.

2.6 Term rewriting

Although there is no decision procedure for|=Σ (Theorem 2.4.15), there is a class of
specifications for which consequence can be decided. The idea is similar to the one
behind the strategy used in mathematics for proving that an equation follows from a
set of equational axioms: one applies the axioms in an attempt to reduce both sides
of the equation to a common result, and if this is successful then the equation follows
from the axioms. An essential ingredient of this strategy is the use of equations as
directedsimplificationor rewrite rules.

Throughout this section, letΣ = 〈S,Ω〉 be a signature, and letX be anS-sorted
set of variables such thatXs⊆X for all s∈ S.

Assumption. For simplicity of presentation, we assume throughout this section that
eitherΣ has only one sort, or all sorts inΣ are non-void (see Exercise 2.4.10). Under
this assumption, the version of the equational calculus without explicit quantifiers
is sound, and all references to the calculus below are to this version. See Exer-
cises 2.6.11 and 2.6.26 for hints on how to do away with this assumption. ut

Definition 2.6.1 (Context).A Σ -context for sort s∈ S is a termC ∈ |TΣ (X]2:s)|
containing one occurrence of the distinguished variable2. We writeC[ ] to suggest
thatC should be viewed as a term with a hole in it. Substitution of a termt ∈ |TΣ (X)|s
in C[ ] gives the termC[2:s 7→ t] ∈ |TΣ (X)|, writtenC[t]. ut

Definition 2.6.2 (Rewrite rule).A Σ -rewrite rule r of sort s∈ Sconsists of twoΣ -
termst, t ′ ∈ |TΣ (X)|s, written t→ t ′. TheΣ -equation determined by ris Eq(r) =def

t = t ′; by the assumption, we can dispense with explicit quantification of variables
in equations. AΣ -rewrite ruler = t→ t ′ of sortsdetermines a set ofreduction steps
C[t[θ ]]→r C[t ′[θ ]] for all Σ -contextsC[ ] for sortsand substitutionsθ :X→|TΣ (X)|;
this defines the relation→r ⊆ |TΣ (X)| × |TΣ (X)|, the one-step reduction relation
generated by r. The inverse of one-step reduction→r is one-step expansion, written
r← . ut
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A reduction stepu→r u′ according to a rewrite ruler = t → t ′ is an application of
an instance t[θ ]→ t ′[θ ] of r to replace thesubterm t[θ ] of u (corresponding to the
“hole” in C[ ]) by t ′[θ ]. The subtermt[θ ] of u is called aredex(short for “reducible
expression”).

Definition 2.6.3 (Term rewriting system).A Σ -term rewriting system Ris a set of
Σ -rewrite rules. Theset ofΣ -equations determined by Ris Eq(R) = {Eq(r) | r ∈R}.
Theone-step reduction relation generated by Ris the relation

→R =
⋃
r∈R

→r (⊆ |TΣ (X)|× |TΣ (X)|).

The inverse of one-step reduction→R is one-step expansion, written R← . ut

Given a setΦ of Σ -equations, aΣ -term rewriting systemR will be of greatest rele-
vance toΦ whenClΣ (Φ) = ClΣ (Eq(R)). One way to obtain such anR is to use the
equations themselves as rewrite rules by selecting anorientationfor each equation
t = t ′: eithert→ t ′ or t ′→ t. For reasons that will become clear below, the most use-
ful orientation is the one in which the right-hand side of the rule is “simpler” than
the left-hand side. It is not always obvious how to measure simplicity of terms — in
fact, this is a major issue in the theory of term rewriting — and sometimes there is
no satisfactory orientation, as in the case of an equation such asn+m= m+n.

In the rest of this section, letRbe aΣ -term rewriting system.

Definition 2.6.4 (Reduction→∗R and convertibility ∼R). The reduction relation
→∗R⊆ |TΣ (X)|×|TΣ (X)| generated by Ris the transitive reflexive closure of→R . In
other words,t→∗R t ′ if t = t ′ or there exist termst1, . . . , tn ∈ |TΣ (X)|, n≥ 0, such that
t→R t1→R · · ·→R tn→R t ′; then we say thatt reduces to t′. The inverse of reduction
→∗R is expansion, written ∗R← . Theconvertibility relation∼R⊆ |TΣ (X)|× |TΣ (X)|
generated by Ris the symmetric transitive reflexive closure of→R . In other words,
t ∼R t ′ if t = t ′ or there exist termst1, . . . , tn ∈ |TΣ (X)|, n≥ 0, such thatt →R t1 or
t R← t1, andt1→R t2 or t1 R← t2, and . . . , andtn→R t ′ or tn R← t ′; then we say thatt
converts to t′. ut

Exercise 2.6.5.Check that∼R is aΣ -congruence onTΣ (X). ut

Example 2.6.6.Recall the presentationBool = 〈ΣBool,ΦBool〉 from Exam-
ple 2.2.3. The followingΣBool-term rewriting systemRBool obviously satisfies
ClΣBool(ΦBool) = ClΣBool(Eq(RBool)):

RBool= {¬true→ false, ¬false→ true, p∧ true→ p, p∧ false→ false,
p∧¬p→ false, p⇒ q→¬(p∧¬q)}.

(Observe that in the rulep⇒ q→¬(p∧¬q), the right-hand side is not obviously
simpler than the left-hand side.) We have (for example):
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¬(p∧ (q⇒¬false))→RBool ¬(p∧¬(q∧¬¬false))
→RBool ¬(p∧¬(q∧¬true))
→RBool ¬(p∧¬(q∧ false))
→RBool ¬(p∧¬false)
→RBool ¬(p∧ true)
→RBool ¬p

(at each step, the redex reduced by the step is underlined) so¬(p∧(q⇒¬false))→∗
RBool

¬p, and

¬(p∧ (q⇒ false)) RBool← ¬(p∧ (q⇒¬true))
→RBool ¬(p∧¬(q∧¬¬true))
→RBool ¬(p∧¬(q∧¬false))
RBool← ¬(p∧¬((q∧ true)∧¬false))
→RBool ¬(p∧¬((q∧ true)∧ true))
→RBool ¬(p∧¬(q∧ true))

so¬(p∧ (q⇒ false))∼RBool ¬(p∧¬(q∧ true)). ut

Exercise 2.6.7.Recall the presentationNat= 〈ΣNat,ΦNat〉 given in Exercise 2.5.4.
Give aΣNat-term rewriting systemRNat such thatClΣNat(ΦNat)= ClΣNat(Eq(RNat)),
and practice reducing and converting someΣNat-terms usingRNat. ut

The convertibility relation generated byRcoincides with equality provable from
Eq(R). This fact is captured by the following two theorems.

Theorem 2.6.8 (Soundness of convertibility).If t ∼R t ′ then Eq(R) `Σ t = t ′.

Proof sketch.Consider a reduction stepC[t[θ ]]→r C[t ′[θ ]]. This corresponds to a
derivation involving: an application of the axiom rule, to deriveEq(R) ` t = t ′; an
application of instantiation, to deriveEq(R) ` t[θ ] = t ′[θ ]; and repeated applications
of reflexivity and congruence, to deriveEq(R) `C[t[θ ]] =C[t ′[θ ]]. The definition of
∼R as the symmetric transitive reflexive closure of→R corresponds directly to

applications of the symmetry, transitivity and reflexivity rules. (Exercise:Fill in the
gaps in this proof.) ut

Lemma 2.6.9.Suppose t, t ′ ∈ |TΣ (X)|s for s∈ S. If t∼R t ′ then:

1. C[t]∼R C[t ′] for anyΣ -context C[ ] for sort s.
2. t[θ ]∼R t ′[θ ] for any substitutionθ :X→ |TΣ (X)|.

Proof. Exercise:Do it. ut

Theorem 2.6.10 (Completeness of convertibility).If Eq(R) `Σ t = t ′ then t∼R t ′.

Proof sketch.By induction on the depth of the derivation ofEq(R) `Σ t = t ′. The
most interesting case is when the last step is an application of the congruence rule:

Eq(R) `Σ t1 = t ′1 · · · Eq(R) `Σ tn = t ′n
Eq(R) `Σ f (t1, . . . , tn) = f (t ′1, . . . , t

′
n)

Page: 68 job: root macro: svmono.cls date/time: 29-Sep-2010/17:48



2.6 Term rewriting 69

where f :s1×·· ·×sn→ s. By the inductive assumption,t1 ∼R t ′1 and . . . andtn ∼R

t ′n. Then, by repeated application of Lemma 2.6.9(1), we havef (t1, t2 . . . , tn) ∼R

f (t ′1, t2 . . . , tn)∼R · · · ∼R f (t ′1, t
′
2 . . . , t ′n) (using first the contextf (2:s1, t2 . . . , tn), then

f (t ′1,2:s2, . . . , tn), then . . . , thenf (t ′1, t
′
2, . . . ,2:sn)). When the last step of the deriva-

tion of Eq(R) `Σ t = t ′ is an application of the instantiation rule, the result follows
directly by Lemma 2.6.9(2). (Exercise:Complete the proof.) ut

Exercise 2.6.11.Try to get rid of the need for the assumption onΣ made at the
beginning of this section in all the definitions and results above. This will involve
rewriting terms of the form(X)t using rewrite rules of the form∀X • t→ t ′, in both
cases with explicit variable declarations. ut

Given the exact correspondence between convertibility and provable equality, a
decision procedure fort ∼R t ′ amounts to a decision procedure forΦ `Σ t = t ′, pro-
videdClΣ (Φ) = ClΣ (Eq(R)). The problem with testingt ∼R t ′ by simply applying
the definition is that the “path” fromt to t ′ may include both reduction steps and
expansion steps, and may be of arbitrary length. But whenRsatisfies certain condi-
tions, it is sufficient to test just asinglepath having the special formt→∗R t ′′ ∗R← t ′,
which yields a simple and efficient decision procedure for convertibility.

Definition 2.6.12 (Normal form). A Σ -term t ∈ TΣ (X) is anormal form (for R)if
there is no termt ′ such thatt→R t ′. ut

Definition 2.6.13 (Termination). A Σ -term rewriting systemR is terminating(or
strongly normalising) if there is no infinite reduction sequencet1→R t2→R · · · ;
that is, whenevert1 →R t2 →R · · · , there is some (finite)n ≥ 1 such thattn is a
normal form. ut

The usual way to show that a term rewriting systemR is terminating is to demon-
strate that each rule inR reduces the complexity of terms according to some
carefully-chosen measure.

Definition 2.6.14 (Confluence).A Σ -term rewriting systemR isconfluent(orChurch-
Rosser) if whenevert →∗R t1 andt →∗R t2, there is a termt3 such thatt1→∗R t3 and
t2→∗R t3. ut

Definition 2.6.15 (Completeness).A Σ -term rewriting systemR is completeif it is
both terminating and confluent. ut

Completeness of a term rewriting system should not be confused with completeness
of a proof system, as in for example Theorem 2.6.10 above.

Exercise 2.6.16.Suppose thatR is a completeΣ -term rewriting system, and lett ∈
|TΣ (X)| be aΣ -term. Show that there is a unique normal formNFR(t) ∈ |TΣ (X)|
such thatt→∗R NFR(t).

HINT : An abstract reduction systemconsists of a setA together with a binary
relation→ ⊆ A×A. A Σ -term rewriting systemR is a particular example, where
A = |TΣ (X)| and → is →R . Concepts such as normal form and confluence make
sense in the context of any abstract reduction system, and the required property
holds in this more abstract setting. ut
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Example 2.6.17.The term rewriting systemRBool from Example 2.6.6 is both
terminating and confluent, and is therefore complete. As the reduction sequence in
Example 2.6.6 shows,NFRBool(¬(p∧ (q⇒¬false))) = ¬p.

The term rewriting systemRBool′ = RBool∪{p∧q→ q∧ p} is not termi-
nating:p∧q→RBool′ q∧ p→RBool′ p∧q→RBool′ q∧ p→RBool′ · · · .

The term rewriting systemRBool′′ =RBool∪{(p∧q)∧ r → p∧ (q∧ r)} is
not confluent:(p∧¬p)∧q→RBool′′ false∧q and(p∧¬p)∧q→RBool′′ p∧(¬p∧
q), and bothfalse∧q andp∧ (¬p∧q) are normal forms. ut

Exercise 2.6.18.Is your term rewriting systemRNat from Exercise 2.6.7 com-
plete? If not, find an alternative term rewriting system forNat that is complete. ut

Exercise 2.6.19.A Σ -term rewriting systemR is weakly confluentif whenever
t →R t1 and t →R t2, there is a termt3 such thatt1 →∗R t3 and t2 →∗R t3. Find a
term rewriting system that is weakly confluent but not confluent. (HINT : Weak con-
fluence plus termination implies confluence, so don’t bother looking at terminating
term rewriting systems.) Weak confluence is a much easier condition to check than
confluence, so the usual way to prove that a term rewriting system is confluent is to
show that it is weakly confluent and terminating. ut

In view of the obvious analogy between reduction and computation,NFR(t) can
be thought of as thevalueof t; sinceNFR(t) need not be a ground term, this is a
more general notion of computation than the usual one.

Exercise 2.6.20.Convince yourself thatNFR: |TΣ (X)| → |TΣ (X)| is computable for
any finite complete term rewriting systemR — perhaps try to implement it in your
favourite programming language. ut

Theorem 2.6.21 (Decision procedure for convertibility).If R is complete, then
t ∼R t ′ iff NFR(t) = NFR(t ′). ut

Exercise 2.6.22.Prove Theorem 2.6.21. (HINT : The proof does not depend on the
definition of →R , but only on the assumption thatR is complete.) ut

Sincet ∼R t ′ iff Eq(R) `Σ t = t ′ (by soundness and completeness of convertibility)
iff Eq(R) |=Σ t = t ′ (by soundness and completeness of the equational calculus),
Theorem 2.6.21 constitutes a decision procedure for consequence:

Corollary 2.6.23 (Decision procedure forEq(R) |=Σ t = t ′). If R is complete, then
Eq(R) |=Σ t = t ′ iff NFR(t) = NFR(t ′). ut

Example 2.6.24.Since the term rewriting systemRBool from Example 2.6.6
is complete (see Example 2.6.17), Corollary 2.6.23 can be used to prove that
Eq(RBool) |=ΣBool ¬(p∧ (q⇒¬false)) = p⇒ (p∧¬p): NFRBool(¬(p∧ (q⇒
¬false)))=¬p= NFRBool(p⇒ (p∧¬p)). SinceClΣBool(ΦBool)= ClΣBool(Eq(RBool)),
this proves thatΦBool |=ΣBool ¬(p∧ (q⇒¬false)) = p⇒ (p∧¬p).

Exercise. Give a derivation ofΦBool `ΣBool ¬(p∧ (q⇒ ¬false)) = p⇒ (p∧
¬p) in the equational calculus. Compare this with the above proof. ut
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Exercise 2.6.25.Recall your complete term rewriting system forNat from Ex-
ercise 2.6.18. Use this to prove thatΦNat |=ΣNat succ(succ(0)) + succ(n) =
succ(succ(succ(n))), and thatΦNat 6|=ΣNat succ(m)+ succ(n) = succ(succ(m+
n)), ut

Exercise 2.6.26.Let t → t ′ be aΣ -rewrite rule of sorts. The following restrictions
are often imposed:

• t 6∈ Xs; and
• FV(t ′)⊆ FV(t).

Show that, if these restrictions are imposed on rewrite rules, then Corollary 2.6.23
holds even without the assumption onΣ made at the beginning of this section.
(These restrictions seem harmless since almost no complete term rewriting system
contains rules that violate them.) ut

Exercise 2.6.27.Equality of terms in the equational theory of a rewriting systems is
also decidable under somewhat weaker requirements than those in Corollary 2.6.23.
A term-rewriting systemR is weakly normalisingif for each termt there is a finite
reduction sequence inR leading fromt to a normal form.R is semi-completeif it is
weakly normalising and confluent.

Generalising Exercise 2.6.16, show that ifR is a semi-completeΣ -term rewriting
system, then for anyΣ -term t ∈ |TΣ (X)| there is a unique normal formNFR(t) ∈
|TΣ (X)| such thatt →∗R NFR(t). Moreover, convince yourself that the function
NFR: |TΣ (X)| → |TΣ (X)| is then computable. Finally, show that the property cap-
tured by Corollary 2.6.23 holds for all semi-complete term rewriting systemsR. ut

By Corollary 2.6.23, the problem of deciding consequenceΦ |=Σ ϕ is reduced to
the problem of finding a finite complete term rewriting systemRsuch thatClΣ (Φ) =
ClΣ (Eq(R)). Clearly, by Theorem 2.4.15, this is not always possible. But theKnuth-
Bendix completion algorithmcan sometimes be used to produce such anR givenΦ

together with an order relation on terms. The algorithm works by pinpointing causes
of failure of (weak) confluence and adding rules to correct them, where the supplied
term ordering is used to orient these new rules. The algorithm is iterative and may
fail to terminate; it may also fail because the ordering supplied is inadequate.

The Knuth-Bendix completion algorithm can also be used to reason about ini-
tial models of specifications, using a method known asinductionless inductionor
proof by consistency. This method is based on the observation that an equationt = t ′

holds in the initial models of〈Σ ,Φ〉 iff there is no ground equations= s′ such that
Φ 6|= s = s′ andΦ ∪{t = t ′} |= s = s′. (Exercise: Prove this fact.) Given a com-
plete term rewriting systemR such thatClΣ (Φ) = ClΣ (Eq(R)) (perhaps produced
using the Knuth-Bendix algorithm), the Knuth-Bendix algorithm is used to produce
a complete term rewriting systemR′ for Φ ∪{t = t ′} by extendingR. It is then pos-
sible to test ifR andR′ have the same normal forms for groundΣ -terms; if so, then
t = t ′ holds in the initial models of〈Σ ,Φ〉.
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2.7 Fiddling with the definitions

In principle, the specification framework presented in the preceding sections is pow-
erful enough for any conceivable computational application. This is made precise
by a theorem in [BT87] (cf. [Vra88]) which states that for every reachablesemi-
computableΣ -algebraA there is a presentation〈Σ ′,Φ ′〉 with finite Φ ′ such that
A = A′ Σ for some initial modelA′ ∈ IMod[〈Σ ′,Φ ′〉]. (See [BT87] for the definition
of semi-computable algebra.) In spite of this fact, there are several reasons why this
framework is inconvenient for use in practice.

One deficiency becomes apparent as soon as one attempts to write specifications
that are somewhat larger than the examples we have seen so far. In order to be un-
derstandable and usable, large specifications must be built up incrementally from
smaller specifications. Specification mechanisms designed to cope with such prob-
lems of scale are presented in Chapter 5. These methods also solve the problem
illustrated by Exercise 2.5.20, see Exercise 5.1.11.

Another difficulty arises from the relatively low level of equational logic as a
language for describing constraints to be satisfied by the operations of an algebra.
When using equational axioms, it is often necessary to write a dozen equations to
express a property that can be formulated much more clearly using a single ax-
iom in some more powerful logic. Some properties that are easy to express in more
powerful systems are not expressible at all using equations. Similar awkwardness
is caused by the limitations of the type system used here, in comparison with the
polymorphic type systems of modern programming languages such as Standard ML
[Pau96]. Finally, the present framework is only able to cope conveniently with al-
gebras comprised oftotal anddeterministicfunctions operating on data values built
by finitary compositions of such functions, a limitation which rules out its use for
very many programs of interest.

All these difficulties can be addressed by making appropriate modifications to the
standard framework presented in the preceding sections. An example was already
given in Section 1.5.2 where it was shown how signature morphisms could be re-
placed by derived signature morphisms. This section is devoted to a sketch of some
other possible modifications. The presentation is very brief and makes no attempt
to be truly comprehensive; the interested reader will find further details (and further
citations) in the cited references.

2.7.1 Conditional equations

The most obvious kind of modification to make is to replace the use of equational
axioms by formulae in a more expressive language. Some care is required since
a number of the results presented above depend on the use of equational axioms.
A relatively unproblematic choice is to use equations that apply only when certain
pre-conditions (expressed as equations) are satisfied.

Let Σ = 〈S,Ω〉 be a signature.
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Definition 2.7.1 (Conditional equation).A (positive) conditionalΣ -equation∀X • t1 =
t ′1∧ . . .∧ tn = t ′n⇒ t0 = t ′0 consists of:

• a finiteS-sorted setX (of variables), such thatXs⊆X for all s∈ S; and
• for each 0≤ j ≤ n (wheren≥ 0), two Σ -termst j , t ′j ∈ |TΣ (X)|sj for some sort

sj ∈ S.

A Σ -algebraA satisfiesa conditionalΣ -equation∀X • t1 = t ′1∧ . . .∧ tn = t ′n⇒ t0 =
t ′0 if for every (S-sorted) functionv:X → |A|, if (t1)A(v) = (t ′1)A(v) and . . . and
(tn)A(v) = (t ′n)A(v) then(t0)A(v) = (t ′0)A(v). ut

Note that variables in the conditions (t1 = t ′1∧ . . .∧ tn = t ′n) that do not appear in
the consequent (t0 = t ′0) can be seen as existentially quantified: for example, the
conditional equation∀a,b:t • a×b = 1⇒ a×a−1 = 1 is equivalent to the formula
∀a:t • (∃b:t • a×b = 1)⇒ a×a−1 = 1 in ordinary first-order logic.

Exercise 2.7.2.Define the translation of conditionalΣ -equations by a signature
morphismσ :Σ → Σ ′. ut
The remaining definitions of Sections 2.1–2.5 require only superficial changes, and
most results go through with appropriate modifications.

Let 〈Σ ,Φ〉 be a presentation, whereΦ is a set of conditionalΣ -equations.
Mod[〈Σ ,Φ〉] is not always a variety, as is (almost) shown by Example 2.2.11; in
this sense, the power of conditional equations is strictly greater than that of ordinary
equations.

Exercise 2.7.3.The cancellation law given in Example 2.2.11 is not a conditional
equation. Give a version of this example that uses only conditional equations.
(HINT : Equality can be axiomatized as an operationeq:s×s→ bool.) ut
In spite of this increase in expressive power, there is a proof system that is sound
and complete with respect to conditional equational consequence [Sel72], and the
quotient construction can be used to construct an initial model of〈Σ ,Φ〉 [MT92] (cf.
Lemma 3.3.12 below). Term rewriting with conditional rewrite rules is possible, but
there are some complications, see [Klo92] and [Mid93].

Exercise 2.7.4.[Sel72] gives a proof system that is sound and complete for condi-
tional equational consequence in the single-sorted case. Extend this to the many-
sorted case, where explicit quantifiers are required for the same reason as in the
equational calculus. ut

Exercise 2.7.5.Recall Exercise 2.5.21 concerning the specification of a function
ch:nat→ nat that for each natural numbern chooses an arbitrary number that is
greater thann. Modify this, using a conditional equation to makechchoose an arbi-
trary number that islessthann when 0< n. ut

Example 2.7.6.LetHA= 〈ΣHA,ΦHA〉 be the following presentation.3

3 We use the same symbol⇒ for implication in conditional equations and for an operation in the
presentation below — the usual symbols are used for other propositional connectives as well, as in
Example 2.2.4. We use extra space around implication in the conditional equations below in order
to make them easier to read.
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specHA= sorts bool
ops true:bool

false:bool
¬ :bool→ bool
∨ :bool×bool→ bool
∧ :bool×bool→ bool
⇒ :bool×bool→ bool

∀p,q, r:bool
• p∨ (q∨ r) = (p∨q)∨ r
• p∧ (q∧ r) = (p∧q)∧ r
• p∨q = q∨ p
• p∧q = q∧ p
• p∨ (p∧q) = p
• p∧ (p∨q) = p
• p∨ true = true
• p∨ false = p
• (p∨ (r ∧q) = p) ⇒ ((q⇒ p)∨ r = (q⇒ p))
• ((q⇒ p)∨ r = (q⇒ p)) ⇒ (p∨ (r ∧q) = p)
• ¬p = (p⇒ false)

Models ofHA are calledHeyting algebras.

Exercise.Recall the presentationBA of Boolean algebras in Example 2.2.4. Show
that every Boolean algebra is a Heyting algebra. Then repeat the exercise in Ex-
ample 2.2.4, building for every Heyting algebraH a lattice〈|H|,≤H〉 with top and
bottom elements. Check that the conditional axioms concerning the implication⇒
can now be captured by requiring thatr ∧q≤H p is equivalent tor ≤H q⇒ p. Show
that the lattice is distributive.

Give an example of a Heyting algebra that is not Boolean. Check which of the
axioms of the presentationBA do not follow fromHA.

Prove that anequationalpresentation with the same models asHA can be given.
HINT : Use Theorem 2.2.10. Or consider the following properties of the implica-
tion: p⇒ p = true, q∧ (q⇒ p) = q∧ p, p∨ (q⇒ p) = q⇒ p, andq⇒ (p∧ r) =
(q⇒ p)∧ (q⇒ r). ut

2.7.2 Reachable semantics

In Section 2.5, the motivation given for taking a presentation〈Σ ,Φ〉 to denote the
classIMod[〈Σ ,Φ〉] of its initial models was the desire to exclude models containing
junk and confusion. The need to exclude models containing confusion stems mainly
from the use of equational axioms, which make it impossible to rule out degenerate
models having a single value of each sort inΣ . If a more expressive language is used
for axioms, or if degenerate models are ruled out by some other means, then models
containing confusion need not be excluded.
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Example 2.7.7.Consider the following specification of sets of natural numbers (a
variant of the one in Exercise 2.5.23):

specSetNat= sorts bool,nat,set
ops true:bool

false:bool
∨ :bool×bool→ bool

0:nat
succ:nat→ nat
eq:nat×nat→ bool
∅:set
add:nat×set→ set
∈ :nat×set→ bool

∀p:bool,m,n:nat,S:set
• p∨ true= true
• p∨ false= p
• eq(n,n) = true
• eq(0,succ(n)) = false
• eq(succ(n),0) = false
• eq(succ(m),succ(n)) = eq(m,n)
• n∈∅ = false
• m∈ add(n,S) = eq(m,n)∨m∈ S

There are many different models ofSetNat, including algebras having a single
value of each sort. Suppose we restrict attention to algebras that do not satisfy the
equation∀∅• true= false; this excludes such degenerate models (see the exercise
below). Consider the following two equations:

Commutativity ofadd: ∀m,n:nat,S:set• add(m,add(n,S)) = add(n,add(m,S))
Idempotency ofadd: ∀n:nat,S:set• add(n,add(n,S)) = add(n,S)

The models ofSetNat that do not satisfy∀∅• true= falsemay be classified ac-
cording to which of these two equations they satisfy.

“List-like” algebras: add is neither commutative nor idempotent.
“Set-like” algebras:add is both commutative and idempotent.
“Multiset-like” algebras: add is commutative but not idempotent.
“List-like” algebras without repeated adjacent entries:add is idempotent but not

commutative.

There are also “hybrid” models ofSetNat, e.g. those in whichadd is commuta-
tive but is only idempotent forn 6= 0. The initial models ofSetNat are “list-like”
algebras. Adding the commutativity and idempotency requirements toSetNat as
additional axioms would eliminate all but the “set-like” algebras.

Exercise. Show that restricting attention to models ofSetNat that do not satisfy
the equation∀∅• true = falseeliminates all but “sensible” realisations of sets of
natural numbers, by forcingeq(succm(0),succn(0)) = true iff m= n iff succm(0) =
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succn(0), anda∈ add(a1,add(a2, . . . ,add(ap,∅) . . .)) = true iff eq(a,a1) = trueor
. . . or eq(a,ap) = true, for m,n, p≥ 0. Note thatm,n and p are ordinary integers
here,not values of the sortnat, andsuccm(0) meanssucc(. . .succ(︸ ︷︷ ︸

m times

0) . . .). ut

Consideration of examples like the one above suggests various alternatives to
taking the initial semantics of specifications. One choice is to require signatures to
include the sortbool and the constantstrue andfalse, and to exclude models satis-
fying ∀∅• true= false. This might be termed taking thestandard loose semantics
of specifications. Another choice is to additionally exclude models containing junk:

Definition 2.7.8 (Reachable semantics).Let Σ = 〈S,Ω〉 be a signature such that
bool∈ S and true:bool and false:bool are in Ω . A reachable standard modelof
a presentation〈Σ ,Φ〉 is a reachableΣ -algebraA such thatA |=Σ Φ and A 6|=Σ

∀∅• true = false. RMod[〈Σ ,Φ〉] is the class of all reachable standard models of
〈Σ ,Φ〉. Taking 〈Σ ,Φ〉 to denoteRMod[〈Σ ,Φ〉] is called taking itsreachable se-
mantics. ut

The motivation for excluding models containing junk is the same as in the case of
initial semantics.RMod[〈Σ ,Φ〉] is not always an isomorphism class of models, as
Example 2.7.7 demonstrates (the classification given there was forall models that
do not satisfy∀∅• true= false, but the same applies to the reachable models in this
class). There is still a problem when operations are not defined in a sufficiently com-
plete way, although the problem is less severe than in the case of initial semantics.

Exercise 2.7.9.Reconsider the problem posed in Exercise 2.5.20, by writing a
reachable model specification of natural numbers including a subtraction operation
− :nat×nat→natwith the axioms∀m:nat•m−0= mand∀m,n:nat• succ(m)−

succ(n) = m−n. Recall from Exercise 2.5.20 the assumption that we are willing to
accept any value form−n whenn > m, which is why the axioms do not constrain
the value ofm−n in this case. List some of the reachable standard models of this
specification, and decide whether the models you considered in Exercise 2.5.20 are
reachable standard models (ignoring the difference in signatures). From an intuitive
point of view, is this an adequate class of models for this specification? ut

Exercise 2.7.10.Definition 2.7.8 permits algebrasA∈RMod[〈Σ ,Φ〉] with values of
sort bool other thantrueA and falseA. This is ruled out if all operations delivering
results in sortbool are defined in a sufficiently complete way to yield eithertrue or
falseon each argument that is definable by a ground term. Check that the specifi-
cationSetNat in Example 2.7.7 ensures this property and so all of its reachable
models have a two-element carrier of sortbool. Give an example of a specification
for which this is not the case. ut

The equational calculus is sound for reasoning about the reachable standard models
of presentations, sinceRMod[〈Σ ,Φ〉]⊆Mod[〈Σ ,Φ〉] for any presentation〈Σ ,Φ〉. It
is sound to add induction rule schemes such as those given in Section 2.5; these are
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sound for any class of reachable models. Completeness is unachievable, for exactly
the same reason as in the case of initial semantics; the proof of Theorem 2.5.26 can
be repeated in this context almost without change. Finally, the techniques of term
rewriting presented in Section 2.6 remain sound.

Initial semantics cannot be used for specifications with axioms that are more
expressive than (infinitary) conditional equations [Tar86b], in the sense that initial
models of such specifications are not guaranteed to exist. To illustrate the problem,
the following example shows what can go wrong when the language of axioms is
extended to permit disjunctions of equations.

Example 2.7.11.Consider the following specification:

specStatus= sorts status
ops single:status

married:status
widowed:status

• widowed= single∨widowed= married

where disjunction of equations has the obvious interpretation. There are three kinds
of algebras inMod[Status]:

1. Those satisfyingsingle= widowed= married.
2. Those satisfyingsingle= widowed6= married.
3. Those satisfyingsingle6= widowed= married.

None of these is an initial model ofStatus: there are no homomorphisms from
algebras in the first class to algebras in either of the other two classes, and no homo-
morphisms in either direction between algebras in the second and third classes.ut
In contrast, reachable semantics can be used for specifications with axioms of any
form (once a definition of satisfaction of such axioms by algebras has been given,
of course). Such flexibility is a distinct advantage of this approach.

Another alternative to initial semantics deserves brief mention.

Definition 2.7.12 (Final semantics).Let Σ = 〈S,Ω〉 be a signature such thatbool∈
Sandtrue:bool andfalse:bool are inΩ . A Σ -algebraA∈ RMod[〈Σ ,Φ〉] is afinal
(or terminal) model of〈Σ ,Φ〉 if for every B∈ RMod[〈Σ ,Φ〉] there is a uniqueΣ -
homomorphismh:B→ A. Taking 〈Σ ,Φ〉 to denote the class of its final models is
called taking itsfinal semantics. ut
As in the case of initial semantics, the final models of a presentation form an iso-
morphism class. Recall that a model of a presentation is initial iff it contains no
junk and no confusion (Exercise 2.5.19). We can give a similar characterisation
of final models as the models containing no junk andmaximal confusion: a final
modelA satisfies as many ground equations as possible, subject to the restriction
thatA 6|= ∀∅• true= false(imposed on all reachable standard models).

Example 2.7.13.Recall the specificationSetNat from Example 2.7.7, and the
classification of models ofSetNat according to the commutativity and idempo-
tence ofadd. The final models ofSetNat are in the class of “set-like” algebras, in
whichadd is both commutative and idempotent. (Exercise:Why?) ut
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Not all presentations with equational axioms have final models, but it is possible
to give conditions on the form of presentations that guarantee the existence of final
models [BDP+79].

Exercise 2.7.14.Find a variation on the specificationStatus in Example 2.7.11
that has no final models. ut

When reachable or final semantics of presentations is used with equational or
conditional equational axioms, sometimes more operations are required in specifi-
cations than in the case of initial semantics. These additional operations are needed
to provide ways of “observing” values of sorts other thanbool, in order to avoid
degenerate models. For example, the presence of the operationeq in Example 2.7.7
ensures thatsuccm(0) = succn(0) only if m = n in all models that do not satisfy
∀∅• true = false; it would not be needed if we were interested only in the initial
models ofSetNat. Such operations are not required if inequations are allowed as
axioms.

Exercise 2.7.15.Recall the presentationNat given in Exercise 2.5.4. Augment this
with the sortbool and constantstrue, false:bool (to make reachable and final se-
mantics applicable), and show that final models of the resulting specification have
a single value of sortnat. Add an operationeven:nat→ bool, with the following
axioms:

∀∅• even(0) = true
∀∅• even(succ(0)) = false
∀n:nat• even(succ(succ(n))) = even(n)

Show that final models of the resulting specification have exactly two values of sort
nat. Replaceevenwith ≤ :nat×nat→ bool, with appropriate axioms, and show
that final models of the resulting specification satisfysuccm(0) = succn(0) iff m= n.
(We have already seen that this is the case ifeq:nat×nat→ bool is added in place
of ≤.) ut
Although the inclusion of additional operations tends to make specifications longer,
it is not an artificial device. In practice, one would expect each sort to come with
an assortment of operations for creating and manipulating values of that sort, so
specifications such asNat are less natural thanNat augmented with operations
like ≤ and/oreq.

2.7.3 Dealing with partial functions: error algebras

An obvious inadequacy of the framework(s) presented above stems from the use of
total functions in algebras to interpret the operation names in a signature. Since par-
tial functions are not at all uncommon in Computer Science applications — a very
simple example being the predecessor functionpred:nat→ nat, which is undefined
on 0 — a great deal of work has gone into ways of lifting this restriction. Three
main approaches are discussed below:
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Error algebras (this subsection): Predecessor is regarded as a total function, with
pred(0) specified to yield anerror value.

Partial algebras (Section 2.7.4): Predecessor is regarded as a partial function.
Order-sorted algebras (Section 2.7.5): Predecessor is regarded as a total function

on a sub-domain that excludes the value 0.

A fourth approach is to use ordinary (total) algebras, leaving the value ofpred(0)
unspecified. This is more an attempt to avoid the issue than a solution, and it is
workable only in frameworks that deal adequately with non-sufficiently-complete
definitions; see Exercises 2.5.20, 2.7.9, and 5.1.11.

The most obvious way of adding error values to algebras does not work, as the
following example demonstrates.

Example 2.7.16.Consider the following specification of the natural numbers, where
pred(0) is specified to yield an error:

specNatPred= sorts nat
ops 0:nat

succ:nat→ nat
pred:nat→ nat
error:nat

+ :nat×nat→ nat
× :nat×nat→ nat

∀m,n:nat
• pred(succ(n)) = n
• pred(0) = error
• 0+n = n
• succ(m)+n = succ(m+n)
• 0×n = 0
• succ(m)×n = (m×n)+n

Initial models ofNatPred will have many “non-standard” values of sortnat, in
addition to the intended one (error). For example, the axioms ofNatPred do not
force the ground termspred(error) andpred(error)+0 to be equal to any “normal”
value, or toerror. (Exercise:Give an initial model ofNatPred.) A possible so-
lution to this is to add axioms that collapse these non-standard values to a single
point:

specNatPred= sorts nat
ops . . .
∀m,n:nat

• . . .
• succ(error) = error
• pred(error) = error
• error +n = error
• n+error = error
• error×n = error
• n×error = error
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Unfortunately,NatPred now has only trivial models:error = 0×error = 0 and
soerror = succ(error) = succ(0), error = succ(error) = succ(succ(0)), etc. ut

The above example suggests that a more delicate treatment is required. A number
of approaches have been proposed; here we follow [GDLE84], which is fairly pow-
erful without sacrificing simplicity and elegance. The main ideas of this approach
are:

• Error values are distinguished from non-error (“OK”) values.
• In an error signature, operations that may produce errors when given OK ar-

guments (unsafeoperations) are distinguished from those that always preserve
OK-ness (safeoperations).

• In anerror algebra, each carrier is partitioned into an error part and an OK part.
Safe operations are required to produce OK results for OK arguments, and ho-
momorphisms are required to preserve OK-ness.

• In equations, variables that can take OK values only (safevariables) are distin-
guished from variables that can take any value (unsafevariables). Assignments
of values to variables are required to map safe variables to OK values.

Definition 2.7.17 (Error signature). An error signatureis a tripleΣ = 〈S,Ω ,safe〉
where:

• 〈S,Ω〉 is an ordinary signature; and
• safeis anS∗×S-sorted set of functions〈safew,s:Ωw,s→{tt, ff}〉w∈S∗,s∈S.

An operationf :s1× ·· ·× sn→ s in Σ is safeif safes1...sn,s( f ) = tt; otherwise it is
unsafe. ut

Example 2.7.16 (revisited).An appropriate error signature forNatPred would
be:

ΣNatPred = sorts nat
ops 0:nat

succ:nat→ nat
pred:nat→ nat :unsafe
error:nat :unsafe

+ :nat×nat→ nat
× :nat×nat→ nat

Obviously,error is unsafe, andpred is unsafe since it produces an error when ap-
plied to 0; all the remaining operations are safe. (By convention, the safe operations
are those that are not explicitly marked as unsafe.) ut

In the rest of this section, letΣ = 〈S,Ω ,safe〉 be an error signature.

Definition 2.7.18 (Error algebra). An error Σ -algebra Aconsists of:

• an ordinaryΣ -algebraA; and
• anS-sorted set of functionsOK = 〈OKs: |A|s→{tt, ff}〉s∈S
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such that safe operations preserve OK-ness: for everyf :s1×·· ·×sn→ s in Σ such
that safes1...sn,s( f ) = tt and a1 ∈ |A|s1, . . . ,an ∈ |A|sn such thatOKs1(a1) = · · · =
OKsn(an) = tt, OKs(( f :s1× ·· · × sn→ s)A(a1, . . . ,an)) = tt. A value a ∈ |A|s for
s∈ S is anOK valueif OKs(a) = tt; otherwise it is anerror value. ut

We employ the usual notational conventions, e.g. writingfA in place of( f :s1×·· ·×
sn→ s)A.

Definition 2.7.19 (Error homomorphism). Let A andB be errorΣ -algebras. An
error Σ -homomorphism h:A→ B is anS-sorted functionh: |A| → |B| with the usual
homomorphism property (for allf :s1× ·· ·× sn→ s in Σ anda1 ∈ |A|s1, . . . ,an ∈
|A|sn, hs( fA(a1, . . . ,an)) = fB(hs1(a1), . . . ,hsn(an))) such thath preserves OK-ness:
for everys∈Sanda∈ |A|s such thatOKs(a) = tt (in A), OKs(hs(a)) = tt (in B). ut

Definition 2.7.20 (Error variable set). An error S-sorted variable set Xconsists
of anS-sorted setX such thatXs⊆X for all s∈ S, and anS-sorted set of functions
safe= 〈safes:Xs→{tt, ff}〉s∈S. A variablex:s in X is safeif safes(x) = tt; otherwise
it is unsafe. An assignmentof values in an errorΣ -algebraA to an errorS-sorted
variable setX is anS-sorted functionv:X→ |A| assigning OK values to safe vari-
ables: for everyx:s in X such thatsafes(x) = tt, OKs(vs(x)) = tt. ut

Definition 2.7.21 (Error algebra of terms).Let X be an errorS-sorted variable set.
Theerror Σ -algebra ETΣ (X) of terms with variables Xis defined in an analogous
way to the ordinary term algebraTΣ (X), with the following partition of theS-sorted
set of terms into OK and error values:

For all sortss∈ SandΣ -termst ∈ |ETΣ (X)|s, if t contains an unsafe variable
or operation thenOKs(t) = ff ; otherwiseOKs(t) = tt.

We adopt the same notational conventions for terms as before, dropping sort deco-
rations etc. when there is no danger of confusion. LetETΣ denoteETΣ (∅). ut

The definitions of term evaluation, error equation, satisfaction of an error equation
by an error algebra, error presentation, model of an error presentation, semantic
consequence, and initial model are analogous to the definitions given earlier in the
standard many-sorted algebraic framework (Definitions 1.4.5, 2.1.1, 2.1.2, 2.2.1,
2.2.2, 2.3.6 and 2.5.13 respectively). Because assignments are required to map safe
variables to OK values, an error equation may be satisfied by an error algebra even
if it is not satisfied when error values are substituted for safe variables.

Exercise 2.7.22.Spell out the details of these definitions. ut

As before, every error presentation has an isomorphism class of initial models,
and an analogous quotient construction gives an initial model.

Definition 2.7.23 (Congruence generated by a set of equations).Let Φ be a set of
errorΣ -equations. TheΣ -congruence≡Φ on ETΣ is defined byt ≡Φ t ′⇐⇒Φ |=Σ

∀∅• t = t ′ for all t, t ′ ∈ |ETΣ |. ≡Φ is called theΣ -congruence generated byΦ .
(NOTE: A Σ -congruence on an errorΣ -algebraA is just an ordinaryΣ -congruence
on the ordinaryΣ -algebra underlyingA.) ut
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Definition 2.7.24 (Quotient error algebra).Let A be an errorΣ -algebra, and let
≡ be aΣ -congruence onA. The definition ofA/≡, thequotient error algebra of
A modulo≡ , is analogous to that of the ordinary quotient algebraA/≡, with the
following partition of congruence classes into OK and error values:

For all sortss∈ Sand congruence classes[a]≡s ∈ |A/≡|s, if there is someb∈
[a]≡s such thatOKs(b) = tt (in A) thenOKs([a]≡s) = tt (in A/≡); otherwise
OKs([a]≡s) = ff . ut

Note that if there are both OK and error values in a congruence class, the class is
regarded as an OK value in the quotient.

Theorem 2.7.25 (Initial model theorem).The errorΣ -algebra ETΣ /≡Φ is an ini-
tial model of the error presentation〈Σ ,Φ〉. ut

Exercise 2.7.26.Sketch a proof of Theorem 2.7.25. (HINT : Take inspiration from
the proof of Theorem 2.5.14.) ut

Exercise 2.7.27.Try to find conditions analogous to “no junk” and “no confusion”
that characterise the initial models of an error presentation. ut

Example 2.7.16 (revisited).Using the approach outlined above, here is an im-
proved version of the specificationNatPred:

specNatPred= sorts nat
ops 0:nat

succ:nat→ nat
pred:nat→ nat :unsafe
error:nat :unsafe

+ :nat×nat→ nat
× :nat×nat→ nat

∀m,n:nat
• pred(succ(n)) = n
• pred(0) = error
• 0+n = n
• succ(m)+n = succ(m+n)
• 0×n = 0
• succ(m)×n = (m×n)+n

(By convention, variables in equations are safe unless otherwise indicated.) In initial
models ofNatPred, the error values of sortnat correspond exactly to “error mes-
sages”, i.e. ground terms containing at least one occurrence oferror. These terms
can be regarded as recording the sequence of events that took place since the error
occured. The record is accurate since the initial models ofNatPred donot satisfy
equations like∀∅• 0×error = 0, in contrast to the initial models of the earlier ver-
sion. To collapse the error values to a single point without affecting the OK values,
axioms can be added as follows:
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specNatPred= sorts nat
ops . . .
∀m,n:nat,k:nat:unsafe

• . . .
• pred(error) = error
• succ(error) = error
• error +k = error
• k+error = error
• error×k = error
• k×error = error

It is also possible to specifyerror recoveryusing this approach:

specNatPred= sorts nat
ops . . .

recover:nat→ nat
∀m,n:nat,k:nat:unsafe

• . . .
• recover(error) = 0
• recover(n) = n

In initial models of this version ofNatPred, recoveris the identity onnat except
thatrecover(error) gives the OK value 0. ut

Although only initial semantics of error presentations has been mentioned above,
the alternatives of reachable and final semantics apply as in the standard case. The
key points of the standard framework not mentioned here (e.g. analogues to the
soundness, completeness and incompleteness theorems) carry over to the present
framework as well.

Exercise 2.7.28.Find a definition of error signature morphism which makes the
Satisfaction Lemma hold, taking the natural definition of theσ -reductA′ σ of an
errorΣ ′-algebraA′ induced by an error signature morphismσ :Σ → Σ ′. ut

Although the approach to error specification presented above is quite attractive,
there are examples that cannot be treated in this framework.

Exercise 2.7.29.Consider the following specification ofbounded natural numbers:

specBoundedNat= sorts nat
ops 0:nat

succ:nat→ nat :unsafe
overflow:nat :unsafe

• succ(succ(succ(succ(succ(succ(0)))))) = overflow

The intention is to specify a (very) restricted subset of the natural numbers, where an
attempt to compute a number larger than 5 results in overflow. Show that an initial
model ofBoundedNat will have only one OK value. ChangeBoundedNat to
make its initial models have six OK values (corresponding to 0,succ(0), . . . ,succ5(0)).
What if the bound is 232 rather than 5? ut
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2.7.4 Dealing with partial functions: partial algebras

An obvious way to deal with partial functions is to simply change the definition of
algebra to allow operation names to be interpreted as partial functions. But for many
of the basic notions in the framework that depend on the definition of algebra, be-
ginning with the concepts of subalgebra and homomorphism, there are several ways
to extend the usual definition to the partial case. Choosing a coherent combination
of these definitions is a delicate matter. Here we follow the approach of [BW82b].

Throughout this section, letΣ = 〈S,Ω〉 be a signature.

Definition 2.7.30 (Partial algebra).A partial Σ -algebra Ais like an ordinaryΣ -
algebra, except that eachf :s1×·· ·×sn→ s in Σ is interpreted as apartial function
( f :s1×·· ·× sn→ s)A: |A|s1×·· ·× |A|sn → |A|s. The (total) Σ -algebra underlying
A is theΣ -algebraA⊥ defined as follows:

• |A⊥|s = |A|s]{⊥s} for everys∈ S; and
• ( f :s1×·· ·×sn→ s)A⊥(a1, . . . ,an) =

⊥s if a j =⊥sj for some 1≤ j ≤ n
( f :s1×·· ·×sn→ s)A(a1, . . . ,an) if this is defined
⊥s otherwise

for every f :s1×·· ·×sn→ s anda1 ∈ |A⊥|s1, . . . ,an ∈ |A⊥|sn. ut

We employ the same notational conventions as before. Note that according to this
definition, the value of a constant need not be defined: a constantc:s is associated in
an algebraAwith a partial functioncA:{〈〉}→ |A|s, where{〈〉} is the 0-ary Cartesian
product.

Definition 2.7.31 (Homomorphism).Let A andB be partialΣ -algebras. Aweak
Σ -homomorphism h:A→ B is anS-sorted (total) functionh: |A| → |B| such that for
all f :s1×·· ·×sn→ s in Σ anda1 ∈ |A|s1, . . . ,an ∈ |A|sn,

if fA(a1, . . . ,an) is defined thenfB(hs1(a1), . . . ,hsn(an)) is defined, and
hs( fA(a1, . . . ,an)) = fB(hs1(a1), . . . ,hsn(an)).

If moreoverh satisfies the condition

if fB(hs1(a1), . . . ,hsn(an)) is defined thenfA(a1, . . . ,an) is defined

thenh is called astrongΣ -homomorphism. ut

Other possibilities would be generated by allowing homomorphisms to be partial
functions.

Exercise 2.7.32.Consider a partialΣ -algebraA and its underlying totalΣ -algebra
A⊥. Given anyΣ -congruence≡ on A⊥, removing all pairs involving⊥ yields a
strongΣ -congruence on A. Check that such strong congruences are exactly kernels
of strongΣ -homomorphisms, cf. Exercises 1.3.14 and 1.3.18. Check that strong
congruences are equivalence relations that preserve and reflect definedness of oper-
ations and are closed under defined operations. Kernels of weakΣ -homomorphisms
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areweakΣ -congruences: equivalence relations that are closed under defined oper-
ations. Spell out these definitions in detail. For any partialΣ -algebraA and weak
Σ -congruence≡ on A, generalise Definition 1.3.15 to define thequotient of A by
≡, writtenA/≡. Note that an operation is defined inA/≡ on a tuple of equivalence
classes provided that inA it is defined on at least one tuple of their respective ele-
ments. Check which of Exercises 1.3.18–1.3.23 carry over. ut

Definition 2.7.33 (Term evaluation).Let X be anS-sorted set of variables, letA be
a partialΣ -algebra, and letv:X→ |A| be a (total)S-sorted function assigning values
in A to variables inX. Since|A| ⊆ |A⊥|, this is anS-sorted functionv⊥:X→ |A⊥|,
and by Fact 1.4.4 there is a unique (ordinary)Σ -homomorphismv#

⊥:TΣ (X)→ A⊥
which extendsv⊥. Let s∈ Sand lett ∈ |TΣ (X)|s be aΣ -term of sorts; thevalue of t
in A under the valuation vis v#

⊥(t) if v#
⊥(t) 6=⊥s, and is undefined otherwise. ut

Satisfaction of an equation∀X • t = t ′, where the values oft and/ort ′ may be
undefined, can be defined in several different ways. Following [BW82b], we use
strongequality (also known asKleeneequality) whereby the equality holds if (for
any assignment of values to variables) the values oft andt ′ are either both defined
and equal, or are both undefined. The usual interpretation of definitional equations in
recursive function definitions (see for instance Example 4.1.25 below) makes them
hold as strong equations. An alternative isexistential equality(where= is usually
written

e=), whereby the equality holds only when the values oft andt ′ are defined
and equal. When strong equality is used, there is a need for an additional form
of axiom called adefinedness formula: ∀X • def(t) holds if for any assignment of
values to variables, the value oft is defined. These are superfluous with existential
equality since∀X • def(t) holds iff ∀X • t

e= t holds.

Exercise 2.7.34.Formalize the definitions of satisfaction of equations (using strong
equality) and of definedness formulae. ut

Using both equations and definedness formulae as axioms, the definitions of pre-
sentation, model of a presentation, semantic consequence, isomorphism, and initial
model (with respect toweakhomomorphisms) are analogous to those given earlier.

Exercise 2.7.35.Spell out the details of these definitions. ut

Theorem 2.7.36 (Initial model theorem).Any presentation〈Σ ,Φ〉 has an initial
model I, characterised by the following properties:

• I contains no junk;
• I is minimally defined, i.e. for all t∈ |TΣ |, tI is defined only ifΦ |=Σ ∀∅• def(t);

and
• I contains no confusion, i.e. for all t, t ′ ∈ |TΣ |s,s∈ S, tI and t′I are defined and

equal only ifΦ |=Σ ∀∅• t = t ′.

Proof sketch.Let Σ⊥ be the signature obtained by adding a constant⊥s:s to Σ for
each sorts∈ S. Define a congruence∼⊆ |TΣ⊥ |× |TΣ⊥ | as follows: fort1, t2 ∈ |TΣ⊥ |s
for somes∈ S, t1∼ t2 iff any of the following conditions holds:

Page: 85 job: root macro: svmono.cls date/time: 29-Sep-2010/17:48



86 2 Simple equational specifications

1. t1 contains⊥s′ andt2 contains⊥s′′ for somes′,s′′ ∈ S;
2. t1 contains⊥s′ for somes′ ∈ S, t2 ∈ |TΣ |s (so t2 does not contain⊥s′′ for any

s′′ ∈ S) andΦ 6|= def(t2), or vice versa
3. t1, t2 ∈ |TΣ |s, and eitherΦ 6|= def(t1) andΦ 6|= def(t2) or Φ |= t1 = t2.

I is constructed by taking the quotient ofTΣ⊥ by∼, and then regarding congruence
classes containing the constants⊥s as undefined values. ut

Exercise 2.7.37.Complete the above proof by showing that:

• ∼ is a congruence onTΣ⊥ ;
• I |= Φ ;
• I is an initial model of〈Σ ,Φ〉; and
• I has the properties promised in Theorem 2.7.36.

Show that any model of〈Σ ,Φ〉 satisfying the properties in Theorem 2.7.36 is iso-
morphic toI and is therefore an initial model of〈Σ ,Φ〉. ut

Exercise 2.7.38.Suppose that we modify Theorem 2.7.36 by replacing the phrase
“ tI and t ′I are defined and equal” with “I |=Σ ∀∅• t = t ′”. Give a counterexample
showing that this version of the theorem is false. ut

Exercise 2.7.39.A partial Σ -algebraA∈Mod[〈Σ ,Φ〉] is astrongly initial model of
〈Σ ,Φ〉 if for every minimally definedB ∈ Mod[〈Σ ,Φ〉] containing no junk, there
is a unique strongΣ -homomorphismh:A→ B. Show thatI is an initial model of
〈Σ ,Φ〉 iff I is a strongly initial model of〈Σ ,Φ〉. ut

Again, reachable and final semantics are applicable for partial algebras as well
as initial semantics, and the key points of the standard framework carry over with
appropriate changes (for instance, the equational calculus must be modified to deal
with definedness formulae as well as equations).

Example 2.7.16 (revisited).Here is a version of the specificationNatPred in
whichpred is specified to be a partial function:

specNatPred= sorts nat
ops 0:nat

succ:nat→ nat
pred:nat→ nat

+ :nat×nat→ nat
× :nat×nat→ nat

∀m,n:nat
• def(0)
• def(succ(n))
• pred(succ(n)) = n
• 0+n = n
• succ(m)+n = succ(m+n)
• 0×n = 0
• succ(m)×n = (m×n)+n
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In initial models ofNatPred, all operations behave as expected, and all are total
except forpredwhich is undefined only on 0.

Exercise. Show that∀m,n:nat• def(m+ n) and∀m,n:nat• def(m× n) are conse-
quences of the definedness axioms for 0 andsuccand the equations defining+ and
×, in reachable models ofNatPred. You will need to use induction, so first for-
mulate an appropriate induction rule scheme and convince yourself that it is sound.

Exercise.Suppose that the axiom∀∅• def(0) were removed fromNatPred. De-
scribe the initial models of the resulting presentation. ut

2.7.5 Partial functions: order-sorted algebras

Any partial function amounts to a total function on a restricted domain. The idea of
order-sorted algebrais to avoid partial functions by enabling the domain of each
function to be specified exactly. This is done by introducingsubsorts, which cor-
respond to subsets at the level of values, and requiring operations to behave in an
appropriate fashion when applied to a value of a subsort or when expected to deliver
a value of a supersort. A number of different approaches to order-sorted algebra
have been proposed, and their relative merits are still a matter for debate. Here we
follow the approach of [GM92].

Definition 2.7.40 (Order-sorted signature).An order-sorted signatureis a triple
Σ = 〈S,≤,Ω〉 where〈S,Ω〉 is an ordinary signature and≤ is a partial order on the
setSof sort names, such that wheneverf :s1×·· ·×sn→ s and f :s′1×·· ·×s′n→ s′

are operations (having the same name and same number of arguments) inΩ and
si ≤ s′i for all 1≤ i ≤ n, thens≤ s′. Whens≤ s′ for s,s′ ∈ S, we say thats is a
subsortof s′ (or equivalently,s′ is asupersortof s). The subsort ordering is extended
to sequences of sorts of equal length in the usual way:s1 . . .sn ≤ s′1 . . .s′n if si ≤ s′i
for all 1≤ i ≤ n. ut
The restriction onΩ ([GM92] calls this conditionmonotonicity) is a fairly natural
one, keeping in mind that the subsort ordering corresponds to subset on the value
level: restricting a function to a subset of its domain may diminish, but not enlarge,
its codomain. Note that an effect of this restriction is to rule out overloaded con-
stants.

Throughout the rest of this section, letΣ = 〈S,≤,Ω〉 be an order-sorted signature,
and letΣ̂ = 〈S,Ω〉 be the (ordinary) signature corresponding toΣ .

Definition 2.7.41 (Order-sorted algebra).An order-sortedΣ -algebra Ais an or-
dinaryΣ̂ -algebra, such that:

• for all s≤ s′ in Σ , |A|s⊆ |A|s′ ; and
• wheneverf :s1×·· ·×sn→ sand f :s′1×·· ·×s′n→ s′ are operations (having the

same name and same number of arguments) inΩ ands1 . . .sn ≤ s′1 . . .s′n, then
the function( f :s1×·· ·× sn→ s)A: |A|s1×·· ·× |A|sn → |A|s is the set-theoretic
restriction of the function( f :s′1×·· ·×s′n→ s′)A: |A|s′1×·· ·× |A|s′n→ |A|s′ . ut
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An effect of the second restriction ([GM92] calls this conditionmonotonicityas
well) is to avoid ambiguity in the evaluation of terms (see below).

Definition 2.7.42 (Order-sorted homomorphism).Let A andB be order-sortedΣ -
algebras. Anorder-sortedΣ -homomorphism h:A→B is an ordinarŷΣ -homomorphism,
such thaths(a) = hs′(a) for all a∈ |A|s whenevers≤ s′. Whenh has an inverse, it
is anorder-sortedΣ -isomorphismand we writeA∼= B. ut

Let X be anS-sorted set (of variables) such thatXs andXs′ are disjoint for any
s 6= s′.

Definition 2.7.43 (Order-sorted term algebra).Theorder-sortedΣ -algebra TΣ (X)
of terms with variables Xis just like T

Σ̂
(X), except that for any termt ∈ |TΣ (X)|s

such thats≤ s′, we also havet ∈ |TΣ (X)|s′ . Let TΣ = TΣ (∅). ut

Exercise 2.7.44.Check thatTΣ (X) is an order-sortedΣ -algebra. ut

Example 2.7.45.One way of reformulatingNatPred as an order-sorted specifi-
cation (see below) will involve introducing a sortnznat(non-zero natural numbers)
such thatnznat≤ nat, with operations 0:nat andsucc:nat→ nznat. According to
the definition of order-sorted term algebra, the termsucc(0) has sortnat as well as
nznat, which means thatsucc(succ(0)) is well-formed (and has sortnat as well as
nznat). ut

As the above example demonstrates, a given term may appear in more than one
carrier ofTΣ (X). The following condition onΣ ensures that this does not lead to
ambiguity.

Definition 2.7.46 (Regular order-sorted signature).Σ is regular if for any f :s1×
·· ·×sn→ s in Σ ands∗1 . . .s∗n≤ s1 . . .sn, there is a leasts′1 . . .s′ns′ such thats∗1 . . .s∗n≤
s′1 . . .s′n and f :s′1×·· ·×s′n→ s′ is in Σ . ut

Theorem 2.7.47 (Terms have least sorts).If Σ is regular, then for every term t∈
|TΣ (X)| there is a least sort s∈ S, written sort(t), such that t∈ |TΣ (X)|s. ut

Exercise 2.7.48.Prove Theorem 2.7.47. What happens whenX is anarbitrary S-
sorted set, i.e. if we remove the restriction thatXs andXs′ are disjoint for anys 6= s′?

ut

Now the definition of term evaluation is analogous to the usual one.

Fact 2.7.49.Suppose thatΣ is regular. Then, for any order-sortedΣ -algebra A and
S-sorted function v:X → |A|, there is exactly one order-sortedΣ -homomorphism
v#:TΣ (X)→ A which extends v, i.e. such that v#

s(x) = vs(x) for all s∈ S, x∈ Xs. ut

Exercise 2.7.50.Define term evaluation. ut
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Definition 2.7.51 (Order-sorted equation; satisfaction).Suppose thatΣ is reg-
ular, and let the equivalence relation≡ be the symmetric transitive closure of
≤ . Order-sortedΣ -equations∀X • t = t ′ are as usual, except that we require

sort(t) ≡ sort(t ′) (in other words,sort(t) and sort(t ′) are in the sameconnected
componentof 〈S,≤〉) instead ofsort(t) = sort(t ′). An order-sortedΣ -algebraA sat-
isfiesan order-sortedΣ -equation∀X • t = t ′, written A |=Σ ∀X • t = t ′, if the value
of t in |A|sort(t) and the value oft ′ in |A|sort(t ′) coincide, for everyS-sorted function
v:X→ |A|. ut

A problem with this definition is that satisfaction of order-sortedΣ -equations is not
preserved by order-sortedΣ -isomorphisms (compare Exercise 2.1.5). The following
condition onΣ ensures that this anomaly does not arise.

Definition 2.7.52 (Coherent order-sorted signature).〈S,≤〉 is filtered if for any
s,s′ ∈ S there is somes′′ ∈ Ssuch thats≤ s′′ ands′ ≤ s′′. 〈S,≤〉 is locally filteredif
each of its connected components is filtered.Σ is coherentif 〈S,≤〉 is locally filtered
andΣ is regular. ut

Exercise 2.7.53.Find Σ , A, B andϕ such thatΣ is regular,A |=Σ ϕ andA∼= B but
B 6|=Σ ϕ. Show that ifΣ is coherent then this is impossible. ut

The definitions of order-sorted presentation, model of an order-sorted presenta-
tion, semantic consequence, and initial model are analogous to those given earlier.
For every order-sorted presentation〈Σ ,Φ〉 such thatΣ is coherent, an initial model
may be constructed as a quotient ofTΣ [GM92]. There is a version of the equational
calculus that is sound and complete for coherent signatures [GM92], and the use
of term rewriting for proof as discussed in Section 2.6 is sound, provided that each
rewrite rulet→ t ′ is sort-decreasing, i.e.sort(t ′)≤ sort(t) [KKM88].

Example 2.7.16 (revisited).Here is a version of the specificationNatPred in
whichpred is specified to be a total function on the non-zero natural numbers:

specNatPred= sorts nznat≤ nat
ops 0:nat

succ:nat→ nznat
pred:nznat→ nat

+ :nat×nat→ nat
× :nat×nat→ nat

∀m,n:nat
• pred(succ(n)) = n
• 0+n = n
• succ(m)+n = succ(m+n)
• 0×n = 0
• succ(m)×n = (m×n)+n

In this version ofNatPred, there are terms that are not well-formed in spite of the
fact that each operator application seems to be to a value in its domain. For example,
consider the following “term”:
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pred(succ(0)+succ(0)).

According to the signature ofNatPred, succ(0)+ succ(0) is a term of sortnat;
it is not a term of sortnznat in spite of the fact that its value is non-zero. In the
term algebra,pred applies only to terms of sortnznat, thus the application ofpred
to succ(0)+succ(0) is not defined. One way of getting around this problem might
be to add additional operators to the signature ofNatPred:

specNatPred= sorts nznat≤ nat
ops . . .

+ :nznat×nat→ nznat
+ :nat×nznat→ nznat
× :nznat×nznat→ nznat

. . .

Thensucc(0)+succ(0) is a term of sortnznat, as desired. Unfortunately, this signa-
ture is not regular. (Exercise:Why not? What can be done to make it regular?)

An alternative is to use a so-calledretract, an additional operation for converting
from a sort to one of its subsorts:

specNatPred= sorts nznat≤ nat
ops . . .

r:nat→ nznat
∀m,n:nat,k:nznat

• . . .
• r(n) = n

Now, the termpred(r(succ(0)+ succ(0))) is well-formed, and is equal tosucc(0)
in all models ofNatPred. In the words of [GM92], inserting the retractr into
pred(r(succ(0)+succ(0))) gives it “the benefit of the doubt”, and the term is “vin-
dicated” by the fact that it is equal to a term that does not containr. The term
pred(r(0)) is also well-formed, but in the initial model ofNatPred this term is
equal only to other terms containing the retractr, and can thus be regarded as an
error message. The use of retracts (which can be inserted automatically) is well-
behaved under certain conditions on order-sorted presentations [GM92].

Another version ofNatPred is obtained by using anerror supersortfor the
codomain ofpred rather than a subsort for its domain:
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specNatPred= sorts nat≤ nat?
ops 0:nat

succ:nat→ nat
pred:nat→ nat?

+ :nat×nat→ nat
× :nat×nat→ nat

∀m,n:nat
• pred(succ(n)) = n
• 0+n = n
• succ(m)+n = succ(m+n)
• 0×n = 0
• succ(m)×n = (m×n)+n

The sortnat? may be thought of asnat extended by the addition of an error value
corresponding topred(0).

Here we have the same problem with ill-formed terms as before; an example is
the termsucc(pred(succ(0))). Again, retracts solve the problem. In this case, the
required retract is the operationr:nat?→ nat, defined by the axiom∀n:nat• r(n) =
n. ut

Exercise 2.7.54.Try to view the error algebra approach presented in Section 2.7.3
as a special case of order-sorted algebra. ut

2.7.6 Other options

The previous sections have mentioned only a few of the ways in which the standard
framework can be improved to make it more suitable for particular kinds of applica-
tions. A great many other variations are possible; a few of these are sketched below.

Example 2.7.55 (First-order predicate logic).Signatures may be modified to en-
able them to include (typed)predicate namesin addition to operation names,
e.g. ≤ :nat× nat. Atomic formulae are then formed by applying predicates
to terms; infirst-order predicate logic with equality, the predicate = :s× s is
implicitly available for any sorts. Formulae are built from atomic formulae using
logical connectives and quantifiers. Algebras are modified to include relations on
their carriers to interpret predicate names; the interpretation of the built-in equal-
ity predicate (if available) may be forced to be the underlying equality on values,
or it may merely be required to be a congruence relation. Homomorphisms are re-
quired to respect predicates as well as operations. The satisfaction of asentence(a
formula without free variables) by an algebra is as usual in first-order logic. See Ex-
ample 4.1.12 for details of the version of first-order predicate logic with equality we
will use. Presentations involving predicates and first-order axioms are appropriate
for the specification of programs inlogic programming languagessuch as Prolog,
where the Horn clause fragment of first-order logic is used for writing the programs
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themselves. Note that such presentations may have no models at all, but even if they
have some models, they may have no initial models (see Example 2.7.11) or no final
models (see Exercise 2.7.14), or even no reachable models. (Exercise:Give a spec-
ification with first-order axioms having some models but no reachable model.)ut

Example 2.7.56 (Higher-order functions).Higher-order functions (taking func-
tions as parameters and/or returning functions as results) can be accommodated by
interpreting certain sort names as (subsets of) function spaces. Given a setS of
(base) sorts, letS→ be the closure ofSunder formation of function types:S→ is the
smallest set such thatS⊆ S→ and for alls1, . . . ,sn,s∈ S→, s1×·· ·×sn→ s∈ S→.
Then a higher-order signatureΣ is a pair 〈S,Ω〉 where Ω is an S→-indexed
set of operation names. This determines an ordinary signatureΣ→ comprised of
the sort namesS→ and the operation names inΩ together with operation names
apply:(s1× ·· · × sn → s)× s1× ·· · × sn → s for every s1, . . . ,sn,s ∈ S→. Note
that, except for the various instances ofapply, all the operations inΣ→ are con-
stants, albeit possibly of “functional” sort. Ahigher-order Σ -algebra is just an
ordinary (total)Σ→-algebra, and analogously for the definitions of higher-order
Σ -homomorphism, reachable higher-orderΣ -algebra, higher-orderΣ -term, higher-
order Σ -equation, satisfaction of a higher-orderΣ -equation by a higher-orderΣ -
algebra, and higher-order presentation. A higher-orderΣ -algebraA is extensionalif
for all sortss1×·· ·×sn→ s∈ S→ and valuesf ,g∈ |A|s1×···×sn→s, f = g whenever
applyA( f ,a1, . . . ,an) = applyA(g,a1, . . . ,an) for all a1 ∈ |A|s1, . . . ,an ∈ |A|sn. In an
extensional algebraA, every carrier|A|s1×···×sn→s is isomorphic to a subset of the
function space|A|s1×·· ·× |A|sn → |A|s. A higher-orderΣ -algebraA is amodelof
a presentation〈Σ ,Φ〉 if A |=Σ Φ , A is extensional, andA is reachable. The reacha-
bility requirement (no junk) means that|A|s1×···×sn→s will almost never be the full
function space|A|s1 × ·· · × |A|sn → |A|s: only the functions that are denotable by
ground terms will be present in|A|s1×···×sn→s. Higher-order (equational) presenta-
tions always have initial models [MTW88]. ut

Example 2.7.57 (Polymorphic types).Programming languages such as Standard ML
[Pau96] can be used to definepolymorphic typessuch asα list (instances of which
includebool listand(bool list) list) andpolymorphic valuessuch ashead:∀α • α list→
α (which is then applicable to values of types such asbool list and(bool list) list).
To specify such types and functions, signatures are modified to containtype con-
structorsin place of sort names; for example,list is a unary type constructor and
bool is a nullary type constructor. Terms built using these type constructors andtype
variables(such asα above) are thepolymorphic typesof the signature. The setΩ

of operation names is then indexed by non-empty sequences of polymorphic types,
where f ∈Ωt1...tn,t meansf :∀FV(t1)∪ . . .∪FV(tn)∪FV(t)• t1×·· ·× tn→ t. There
are various choices for algebras over such signatures. Perhaps the most straight-
forward choice is to require each algebraA to incorporate a (single-sorted)alge-
bra of carriers Carr(A), having sets interpreting types as values and an operation
to interpret each type constructor. Then, for each operationf ∈ Ωt1...tn,t and for
each instantiation of type variablesi:V → |Carr(A)|, A has to provide a function
fA,i : i#(t1)×·· ·× i#(tn)→ i#(t). Various conditions may be imposed to ensure that
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the interpretation of polymorphic operations isparametricin the sense of [Str67],
by requiring fA,i and fA,i′ to be appropriately related for different type variable in-
stantiationsi, i′. Another choice would be to interpret each type as the set of equiva-
lence classes of apartial equivalence relationon a model of the untypedλ -calculus
[BC88]. Axioms contain (universal) quantifiers for type variables in addition to
quantifiers for ordinary variables, as in System F [Gir89]; alternatively, type vari-
able quantification may be left implicit, as in Extended ML [KST97]. ut

Example 2.7.58 (Non-deterministic functions).Non-deterministic functions may
be handled by interpreting operation names in algebras as relations, or equivalently
as set-valued functions. Homomorphisms are required to preserve possible values
of functions: for any homomorphismh:A→ B and operationf :s1× ·· · × sn →
s, if a is a possible value offA(a1, . . . ,an) then hs(a) is a possible value of
fB(hs1(a1), . . . ,hsn(an)). Universally quantified inclusions between sets of possible
values may be used as axioms:t ⊆ t ′ means that every possible value oft is a possi-
ble value oft ′. ut

Example 2.7.59 (Recursive definitions).Following [Sco76], partial functions may
be specified as least solutions of recursive equations, where “least” is with respect
to an ordering on the space of functions of a given type. To accommodate this, we
can usecontinuous algebras, i.e. ordinary (total)Σ -algebras with carriers that are
complete partially ordered sets (so-calledcpos) and operation names interpreted as
continuous functionson these sets. See Example 3.3.14. The “bottom” element⊥
of the carrier for a sort, if it exists, represents the completely undefined value of that
sort. The order on carriers induces an order on (continuous) functions in the usual
fashion. A homomorphism between continuous algebras is required to be continu-
ous as a function between cpos. It is possible to define a language of axioms that
allows direct reference to least upper bounds of chains (see Example 4.1.22), and/or
to the order relation itself. Such techniques may also be used to specify infinite data
types such asstreams. ut

2.8 Bibliographical remarks

Much of the material presented here is well known, at least in its single-sorted
version, in universal algebra as a branch of mathematics. Standard references are
[Grä79] and [Coh65]. We approach this material from the direction of computer
science, see [Wec92] and [MT92], and present the fundamentals of equational spec-
ifications as developed in the 1970s [GTW76], [Gut75], [Zil74], see also [EM85]
for an extended monograph-style presentation.

The simplest and most limited form of a specification is a “bare” signature, and
this is what is used to characterise classes of algebras (program modules) in modu-
larisation systems for programming languages — see e.g. Standard ML [MTHM97],
[Pau96], where such characterisations are in fact called signatures.
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The first appearance of the Satisfaction Lemma (Lemma 2.1.8) in the algebraic
specification literature was in [BG80], echoing the semantic consequences of the
definition of (theory) interpretations in logic [End72]. This fundamental link be-
tween syntax and semantics will become one of the cornerstones of later develop-
ment starting in Chapter 4.

One topic that is only touched upon here (see e.g. Theorem 2.2.10) is the ex-
pressive power of specifications. See [BT87] for a comprehensive survey of what is
known about the expressive power of the framework presented in this chapter. The
main theorem is the one mentioned at the beginning of Section 2.7.

We make a distinction between presentations and theories that is not present in
some other work. This distinction surfaces in the definition of theory morphisms
(Definition 2.3.11). For two presentations (not necessarily theories)〈Σ ,Φ〉 and
〈Σ ′,Φ ′〉, [Gan83] takes a signature morphismσ :Σ → Σ ′ to be a specification mor-
phismσ :〈Σ ,Φ〉 → 〈Σ ′,Φ ′〉 if σ(Φ) ⊆ Φ ′. Such aσ is referred to as an “axiom-
preserving theory morphism” in [Mes89]. Exercise 2.3.15 shows that this is not
equivalent to our definition of theory morphism between the theories presented by
those presentations. Another possibility is to requireσ to map only thegroundequa-
tions inΦ to equations inClΣ ′(Φ ′), as in [Ehr82]. These alternative definitions seem
unsatisfactory since they make little or no sense on the level of models, in contrast
to the relationship between theory and model levels for theory morphisms given by
Proposition 2.3.13. We will later (Definition 5.5.1) definespecification morphisms,
as a generalisation of morphisms between presentations, relying on this relationship.

The many-sorted equational calculus is presented in [GM85] together with a
proof that it is sound and complete. This builds on the standard equational calculus
[Bir35], but the modifications needed to deal with empty carriers in the many-sorted
context came as a surprise at the time. Our choice of rules in Section 2.4 is different
from this standard version but the two systems are equivalent (Exercise 2.4.14) and
the proofs of soundness and completeness are analogous.

The initial algebra approach to specification (Section 2.5) is the classical one. It
originated with the seminal paper [GTW76], and was further developed by Hartmut
Ehrig and his group; see [EM85] for a comprehensive account.

Example 2.5.24 and Exercise 2.5.25 point at useful ways to make inductive
proofs easier by providing derived induction rule schemes, as possible for instance
in the logics of Larch [GH93] and CASL [Mos04] and their proof support systems
(LP [GG89] and HETS [MML07], respectively), see also Chapter 6 of [Far92].

The proof of the incompleteness theorem for initial semantics (Theorem 2.5.26)
from [MS85] follows [Nou81] where it was used to show that the equational calcu-
lus with a specific induction rule scheme is not complete. An alternative to adding
induction rules to the equational calculus is to restrict attention to so-calledω-
complete presentations; these are presentations〈Σ ,Φ〉 for which the equational
calculus itself yields all of theΣ -equations that hold in initial models of〈Σ ,Φ〉
[Hee86]. Then the problem becomes one of finding anω-complete presentation
corresponding to a given presentation. By the incompleteness theorem, this is not
always possible.
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There is a substantial body of theory on term rewriting systems; Section 2.6 is
only the tip of the iceberg. For much more on the topic, and for the details of the
Knuth-Bendix completion algorithm [KB70] that have been omitted in Section 2.6,
see [DJ90], [Klo92], [BN98], [Kir99] and [Ter03]. See [KM87] or [DJ90] for a
discussion of proof by consistency, which originated with [Mus80]. Like most work
in this area, all these restrict attention to the single-sorted case. See [EM85] for a
treatment of the many-sorted case, up to the soundness and completeness theorems
for conversion, without our simplifying assumption (cf. Exercise 2.6.11).

In the case of reachable and final semantics, it is usual to look at reachable or
final extensionsof algebras (alternative terminology: hierarchical specifications),
rather than at the reachable or final interpretation of a completed specification. See
[BDP+79] or [WB82] for reachable semantics, and [GGM76] or [Wan79] for fi-
nal semantics. Under appropriate conditions, the reachable models of a presentation
form a complete lattice, with the initial model at one extreme and the final model
at the other; see [GGM76] and [BWP84]. For such hierarchical specifications, an
incompleteness theorem that is even stronger than Theorem 2.5.26 may be proved:
no sound proof system can derive allgroundequational consequences of such spec-
ifications, see [MS85].

The first attempt to specify errors by distinguishing error values from OK values
was [Gog78]. More details of the approach outlined in Section 2.7.3 can be found in
[GDLE84]. The final semantics of error presentations is discussed in [Gog85]. See
[BBC86] for an alternative approach which is able to deal with examples like the
one discussed in Exercise 2.7.29.

More details of the approach to partial algebras outlined in Section 2.7.4 can
be found in [BW82b]. WeakΣ -homomorphisms are called totalΣ -homomorphisms
there. Alternative approaches to the specification of partial algebras are presented in
[Rei87] and [Kre87], and more recently [Mos04]. See [Bur86] for a comprehensive
analysis of the various alternative definitions of the basic notions.

See [GM92], further refined in [Mes09], for more on the approach to order-
sorted algebra in Section 2.7.5. Alternative approaches include [Gog84], [Poi90]
and [Smo86] which is sometimes referred to as “universal” order-sorted algebra to
distinguish it from “overloaded” order-sorted algebra as presented here. A universal
order-sorted algebra contains a single universe of values, where a sort corresponds
to a subset of the universe and each operation name identifies a (single) function
on the universe. A compromise is in rewriting logic [Mes92] as implemented in
Maude [CDE+02]. See [GD94a] and [Mos93] for surveys comparing the differ-
ent approaches. [GD94a] discusses how some of the definitions and results in Sec-
tion 2.7.5 can be generalised by dropping or weakening the monotonicity require-
ments on order-sorted signatures and order-sorted algebras. Yet a different approach
to subsorting is taken in CASL [Mos04] where subsort coercions may be arbitrary
injective functions rather than merely inclusions.

First-order predicate logic has been used as a framework for algebraic specifica-
tion in various approaches, see for instance CIP-L [BBB+85] and CASL [Mos04].
See [Poi86], [MTW88], [Mei92] and [Qia93] for different approaches to the alge-
braic specification of higher-order functions. Frameworks that cater for the spec-
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ification of polymorphic types and functions are described in [MSS90], [Mos89]
and [KST97]. See [Nip86] for more on algebras with non-deterministic operations;
for a different approach using relation algebra, see [BS93]. See [WM97] for a
comprehensive overview. Soundness and completeness of term rewriting for non-
deterministic specifications is studied in [Hus92]. Continuous algebras and the use
of Scott-style domain-theoretic techniques in algebraic specification were first dis-
cussed in [GTWW77]. See [Sch86] or [GS90] for much more on domain theory
itself. Although these and other extensions to the standard framework have been ex-
plored separately, the few attempts that have been made to combine such extensions
(see e.g. [AC89] and [Mos04]) have tended to reveal new problems.
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2008.
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CK08c. Maŕıa Victoria Cengarle and Alexander Knapp. An institution for UML 2.0 static
structures. Technical Report I0807, Institut für Informatik, Ludwig-Maximilians-
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Mes09. Jośe Meseguer. Order-sorted parameterization and induction. In Jens Palsberg, editor,
Semantics and Algebraic Specification: Essays Dedicated to Peter D. Mosses on the
Occasion of His 60th Birthday, Lecture Notes in Computer Science, volume 5700,
pages 43–80. Springer, 2009.
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